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Proposal cycle 

You nicely prepared your program with 
APT and it has been selected by the TAC 
 
 
 
 
 
Your program will be part of a long-
range observing plan (up to 1 year’s 
duration). 
 
If no further iterations are needed, 
when the times come, STScI will notify 
you on when your data will be acquired. 
 
 
 



On Board Data Processing 

•  During the acquisition of the data, some on-board Data processing 
(instrument dependent) is possible and it is completely transparent to the 
user and it is irreversible (ex: frame averaging – more later) 

 
•  Data compression 

Data compression is often used to limit the on-board data storage need 
and/or limit need of contact time with the DSN 
Lossless compression is sometimes very inefficient (for JWST is the 
ration is only 1.1:1 due to large scale Pixel-to-Pixels variation in the NIR 
detector). 
 
Contact time has been doubled (4 hours every 12 hours) 
 - more frequent monitoring of the Observatory state 
 - data will be available 12 hours earlier 
 - faster response to Target of Opportunity 
 
 
 



Command and Data Handling System 
 
 
 
 
 
 

On Board Command and Data 
Handling System 

JWST @ L2 Science and Engineering Data 
are stored in the on-board 
Solid State Recorder (SSR) 
capacity ~ 58.9 Gb 

Raw Data is downloaded to ground during a four-hour window every 12 hr 
 
Receiving center is NASA Deep Space Network 

After any on-orbit processing data are stored and the following  
exposure/observation will start.  
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NASA/JPL Deep Space Network 
(DSN) 

CanberraMadridGoldstone (CA)

~ 120o apart in longitude provides continuous coverage 

downlink of up 
to 235 gbits 
or recorded 
telemetry  
(science+eng) 
data 
per day 

NORMAL OPERATION: 

2 x 4-hour contacts per day 
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JWST RAW data are transferred to the S&OC  



RAW DATA 

stream of interleaved  
Real Time engineering data 
and Recorded Engineering  
+ Science data 

RAW DATA FROM JWST 

Your data will be  “tagged” with an unique identifier that is 
used to “extract”  them from the stream. 
Typically the tag will  include, proposal ID, visit ID and 
exposure ID within the visit. 

The “Level 0 Science telemetry packet files’ are extracted from 
the RAW data by the Flight Operation System[FOS] and handed 
to the Data Management System [DMS]  



Data Management System (DMS) 

1.  Reformat and process science and engineering telemetry 
2.  Perform calibration of science data and generate standard products 
3.  Build and populate data archive and database which stores and 

retrieve data and data products 
4.  Provide users access to JWST data 
5.  Deliver tools to the community for data analysis 



Data flow   

Flight 
Operation 
System 
(FOS) 

 RAW  

 LEVEL-0   Science telemetry as received from FOS  

 LEVEL-1a   Image is re-formatted saved as FITS file 
 with a minimum header. This is the new  
 starting point for un-calibrated data  

 LEVEL-1b   Un-calibrated FITS file with complete   
header with instrument specific 
keywords.   

DATA PIPELINE 

 LEVEL-2a   Calibration reference files are used to 
perform basic up-the ramp calibration.   

 LEVEL-2b   Calibration reference files are used to 
perform instrument specific calibration 
(remove detector artifacts).   



Data Flow –cont. 

DATA PIPELINE 

 LEVEL-3   Calibrated and associated FITS files. 
 (details on pipeline steps in Stephan’s presentation)   

 LEVEL-4   For certain programs products of data 
analysis will also be ingested in the 
science data archive 

All data levels are stored in the archive 
 
However, a JWST user will receive from the Archive 
Level 1b, 2a,b and 3 data 



Size Does Matter 

•  DMS Estimated Archive Data Volume  
•  Level  0   20.9 TB/Year 
•  Level  1a   20.9 TB/Year 
•  Level  1b   20.9 TB/Year 
•  Level  2a (c 2:1)  1.0   TB/Year 
•  Level  2b (c 2:1)  1.0   TB/Year 
•  Level  3 (c 2:1)  1.0   TB/Year 

•  ~ 66 TB/Year 
•  Nominal Mission (5.5Yr)  363.7TB 
•  10Yr Mission    661.1TB 



Access to JWST data 

The MAST archive at STScI 
and possible mirrors will be 
The access point to the JWST 
Data. 
 
 
Data are in general protected 
for 12 months. After such a  
period anyone  can retrieve 
them. 
 
 
 
 
What happen when you 
request JWST data from the  
archive? 
 
 



Reprocessing 

1.  By Requirement DMS will provide to the user initial data product 
(Level 2b) to the PI within 5 days of the receipt of the corresponding 
Level 0 data (95% of the time). 

2.  Reprocessing is however the norm: 
a.  Optimal calibration reference files are often not available 

until few weeks after the observation executes 
b.  Calibration improves over time (algorithm, reference files, 

etc) 
c.  Pipeline software correction/improvement over time 



OTFR On-The-Fly-Reprocessing 

Every time an user request processed data from the archive the Level 1 data 
are retrieved from the archive and reprocesses with the best available: 
 

 pipeline version 
 

 set of reference files 
 
 
Instrument calibration pipeline is also available for offline usage, for the subset of 
users who want to adapt the pipeline to their purposes, however the majority of 
users will not need to reprocess the data at their home institutions. 



Final Remarks 

A “SMALL” army of dedicated NASA and ESA and CSA scientists and  
engineers will stand behind the data handling and processing. 
 
They are providing support not only during the proposal preparation 
but also during the data processing and data reduction. 
 
 
Although there is a big effort to make the life of JWST users as easy 
as possible,  it is the user responsibility to know what type of reduction 
and manipulation the data went through in order to assess reliability 
of the science results he/she will publish. 
 


