
THESE DE DOCTORAT

DE SORBONNE UNIVERSITÉ

Spécialité : Physique et Astrophysique
École doctorale n°127 : Astronomie et astrophysique d’Ile de France

réalisée à
l’Institut d’Astrophysique de Paris

présentée par

Hugo Pfister
pour obtenir le grade de

DOCTEUR EN ASTROPHYSIQUE

Sujet de la thèse :
Dynamics of supermassive black holes in galaxies

sous la direction de Marta Volonteri et Yohan Dubois

soutenue le 20 Septembre 2019
devant le Jury composé de :

Marie-Christine Angonin Présidente

Pau Amaro-Seoane Rapporteur

Thorsten Naab Rapporteur

Tamara Bogdanovic Examinatrice

Fréderic Bournaud Examinateur

Françoise Combes Examinatrice

Yohan Dubois Directeur

Marta Volonteri Directrice







R É S U M É

On trouve des trous noirs supermassifs au centre des galaxies les plus massives. De plus, on
pense que les galaxies les plus massives proviennent partiellement de la fusion de galax-
ies moins massives. Par conséquent, suite à la fusion de galaxies, on s’attend à ce que
des trous noirs se lient gravitationellement au centre de la galaxie obtenue, puis fusion-
nent en emettant des ondes gravitationelles que l’on detectera avec LISA dans un futur
proche. Avec cette Thèse, je contribue à une meilleure compréhension de la formation des
binaires de trous noirs (Chapitres 2 et 3). J’ai d’abord confirmé que la friction dynamique
due aux étoiles peut suffisamment décélérer les trous noirs pour former une binaire sé-
parée d’environ 1 pc; j’ai aussi montré que, pour prendre en compte cette décélération, les
simulations doivent a priori résoudre la trainée ralentissant le trou noir, dont la taille est
typiquement le rayon d’influence du trou noir. J’ai ensuite modélisé, implémenté et testé
un modèle physique pour prendre en compte la friction dynamique des étoiles et de la
matière noire dans les simulations cosmologiques, dont la résolution ne permet en général
pas de résoudre la trainée, et donc dans les lesquelles la friction dynamique n’est pas prise
en compte. Cela m’a permis d’étudier la formation des binaires de trous noirs dans un
contexte cosmologique. J’ai trouvé que, à haut redshift, la distribution très irrégulière de la
matière dans les jeunes galaxies conduit à une marche aléatoire des trous noirs de faible
masse (< 105 M� ), rendant la fusion et l’émission d’ondes gravitationelles peu probable,
sauf s’ils sont situés dans une structure plus massive comme un amas stellaire nucléaire.

J’ai aussi travaillé sur les événements de rupture des étoiles par effets de marée, dont le
nombre de détection va être multiplié par plusieurs ordres de grandeur grâce aux futurs
relevés d’effets transitoires LSST ou eROSITA. En particulier, j’ai utilisé les résultats ana-
lytiques de la théorie du cône perdu à des profils stellaires réalistes obtenus grâce à une
simulation de fusion de galaxies (Chapitre 4). Cela m’a permis d’étudier l’évolution du
taux de rupture pendant les fusions de galaxies. J’ai trouvé que ce taux est multiplié par
∼ 30 durant les ∼ 300 millions d’années qui suivent la fusion, avec un pic où il est multiplié
par plus de deux ordres de grandeur.
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A B S T R A C T

Supermassive black holes (BHs) reside in the center of most massive galaxies. In addition,
given our current understanding of galaxy formation, massive galaxies build up part of
their mass through mergers with other galaxies. Consequently, following galaxy mergers,
we expect BHs to gravitationally bind in the center of galaxy remnants and merge, emitting
gravitational waves which we will detect with LISA in the near future. With this Thesis,
I contribute to a better understanding of the formation of binary BHs (Chapters 2 and
3). I first confirmed that dynamical friction in a stellar background can provide sufficient
deceleration to form binaries on pc scales, and highlighted that in order to capture this
deceleration, numerical simulations need a priori to resolve the wake lagging the BH, which
has a size similar to the influence radius of the BH. Then I modeled, developed and tested
a physically motivated model to take into account dynamical friction from stars and dark
matter in cosmological simulations, in which the wake is usually not resolved and therefore
in which dynamical friction is not correctly taken into account. This allowed me to study the
formation of binary BHs in a cosmological context. I found that, at high redshift, the highly
irregular distribution of matter in young galaxies leads to a physical random walk for low
mass (< 105 M� ) BHs, rendering mergers and gravitational waves emission unlikely, unless
they are embedded into a more massive structure, like a nuclear star cluster.

I also worked on tidal disruption events of stars by BHs, whose detection will be en-
hanced by orders of magnitude with the next transient surveys LSST or eROSITA. In par-
ticular, I applied analytical results from the loss cone theory to realistic evolving stellar
density profiles obtained from a galaxy merger simulation (Chapter 4). This allowed me
to estimate how nuclear star formation affects the evolution of the tidal disruption event
rate during mergers. I found that the mean enhancement can be ∼ 30 during the ∼ 300Myr
following the merger, with a peak of more than two orders of magnitude enhancement.
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A C R O N Y M S

AGN Active Galactic Nucleus

AMR Adaptive Mesh Refinement

BH Black Hole

CIC Cloud In Cell

CMB Cosmic Microwave Background

NFW Navarro Frenk and White

LISA Large Interferometer Space Antenna

LSST Large Synoptic Survey Telescope

SPH Smooth Particle Hydrodynamics
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1
I N T R O D U C T I O N

In this Chapter, we first define the objects we will study in this Thesis: supermassive black
holes (BHs) and galaxies. In particular, we give orders of magnitude for their size and mass.
In the second part, we discuss how these objects have evolved since the beginning of the
Universe about 14 billions years ago, and how they impacted each others during this time.
Finally, in the third and fourth sections, we present two ways of observing black holes:
gravitational waves and tidal disruption events (TDEs). We discuss the physical processes
involved and how they correlate to the work done during this Thesis.
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2 introduction

1.1 black holes and galaxies

We shall start by defining the words entering in the title of this Thesis: galaxy and (super-
massive) black holes.

Galaxies are gravitationally bound objects formed by gas, stars and dark matter. The
easiest component to understand are stars, as we are familiar with these objects, having
one in our neighborhood (the Sun), and as they emit the light we see in well known images
of galaxies (see Fig. 1). In the case of our own galaxy, The Milky-Way, stars take the form
of a disc surrounding a bulge, similar to Fig. 1. The height of the disk is about 100 pc
(1pc = 3.09× 1018 cm , for comparison, the Sun is at 1.5× 1013 cm from Earth) and radius
10 kpc. The total mass of stars is 1011 M� (McMillan, 2011), where M� is the mass of the
Sun and equals 2× 1033 g , a direct consequence is that the disc of this image contains about
1011 stars! Mixed to these stars, there is gas, which mass is sub-dominant in our Galaxy,
about 1010 M� , but forms the reservoir of matter which will turn into stars, at current rate,
about one star forms per year in our Galaxy (Robitaille and Whitney, 2010). Gas cannot be
seen directly in Fig. 1 because the image is taken in the optical part of the light spectrum,
where stars can be seen. At other wavelength (microwaves), where we can see gas, a similar
disky shape appears. Finally, around this disc of gas and stars, there is a dark matter halo.
The nature of dark matter is still poorly understood (Peter, 2012), but it forms the most
massive part of galaxies, 1012 M� for our Milky-Way, and extent to 150 kpc.

We have observed galaxies for a long time. However, understanding that these objects
are island Universes, as named by the german philosopher Kant, and not spiral nebulae in
our own Galaxy, as suggested by the french observer Messier (Messier, 1781), has been a
great debate in the 1920’s. The answer has been given by the american astronomer Hubble
(Hubble, 1925), who used cepheids, stars for which the periodicity in lightcurves depend
on the absolute magnitude (Leavitt, 1908), from which he could infer the distance of these
spiral nebulae and found out that they are much farther than the size of our Galaxy, proving
they are island Universes.

Today, we know of millions of galaxies with different masses and sizes. The goal of galaxy
evolution studies (e.g. Benson, 2010; Somerville and Davé, 2015; Naab and Ostriker, 2017)
is to understand how these objects form and evolve, and by using physically motivated
models, on the one hand reproduce observed quantities such as the number of galaxies
per unit volume with a given mass (i.e. the galaxy mass function; see Fig. 2, left) or the
relation between the mass of dark matter halos and of galaxies (see Fig. 2, right) and on
the other hand make predictions on still unknown properties of the galaxy population, e.g.
how galactic discs and bulges form or why star formation in some galaxies ends abruptly.
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Figure 1: Image, in the optical part of the spectrum of the of the Andromeda Galaxy, or M31 in the
Messier catalog (Messier, 1781).

The Mass Function of the Stellar Component of SDSS Galaxies 3

Figure 2. Mass Function with Modified Fit. Here we present a well-fitting modification to the Schechter function which gives excellent agreement with our
results at high mass. Again, the first three bins have been excluded from the fit. The Schechter function alone is a good fit up to 1011.5h−2M⊙

3 RESULTS

3.1 Galaxy Stellar Mass Function

The stellar mass function is shown in Fig. 1. Between about 109 and
1011h−2M⊙ we find excellent agreement with results obtained by
previous studies of SDSS and 2dFGRS galaxies (Bell et al. (2003)
and Cole et al. (2001)), where the stellar mass is estimated more
simply from infrared data. We are able to extend the mass range
considerably, by around a decade in mass at the upper mass end,
and about two decades at the lower-mass end. The stellar mass
function of SDSS galaxies is now accurately determined between
107.5 and 1012 h−2M⊙, where h is the Hubble parameter in units
of 100km s−1 Mpc−1.

We fit the galaxy stellar mass function with a Schechter func-
tion (Schechter (1976))

φ(Ms)dMs = φ∗
(

Ms

M∗

)α

exp
(−Ms

M∗

)
dMs (1)

with best-fitting parameters φ∗ = (7.7 ± 0.8) × 10−3h3Mpc−3,
α = −1.167 ± 0.004 and M∗ = (7.53 ± 0.04) × 1010h−2M⊙.
This fit is shown overplotted in Fig.2, and is a good fit up toMs =
1011.5h−2M⊙.

There is evidence for an excess over the Schechter fit at the
high-mass end (which seems to be confirmed from dynamical mea-
surements of the mass of SDDS galaxies, Bernardi et al. private
communication), which can be well modelled by the addition of a
power law over the range 11.5 < log10(h

2Ms/M⊙) < 12.6 of
the form

φc = φ + FC

(
Ms

M∗

)β

(2)

with β = −4.03 ± 0.03 and FC = (2.1 ± 0.2) × 10−3h3Mpc−3

as shown in Figure 2. This excess could be due to cD galaxies or
a failure of the modelled correction to total magnitudes for these
extremely large galaxies.

3.2 Evolution with Redshift

By splitting the DR1 sample by redshift we can probe the evolution
of the stellar mass function in recent times. Fig. 3 shows the stellar
mass function for galaxies within narrow redshift ranges. Because
of the flux limit, there is essentially a minimum mass which can be
probed at each redshift, but this is not a sharp cutoff because the
galaxies have a range of star formation histories so the mapping
from stellar mass to luminosity is not one-to-one. It is apparent
from the figure that within the limits of the survey there is very
little, if any, evolution in the redshift range 0.05 < z < 0.34. The
only notable deviation from this is an apparent deficiency of high-
mass galaxies (Ms > 1011h−2M⊙) at very low z ∼ 0.05. The
high mass results from the lowest redshift sample should be treated
with caution. The galaxies at the high mass end of the mass function
are generally large in their angular size. This leads to a problem
with “shredding” by the SDSS photometric pipeline, where large
galaxies are treated as many smaller sources. It is thought that this
is only really a problem for z < 0.02, but for z < 0.01 as many
as 10% of the detections could be affected (SDSS Collaboration,
private communication).

The lack of evolution of the mass function with redshift is in
contrast to the significant evolution found in the luminosity func-
tion, where the characteristic luminosity has become fainter by
around 0.3 magnitudes since z = 0.2, and the number density of
bright galaxies has declined by a factor of two or more (Loveday
(2003); Blanton et al. (2003b)). The most natural explanation is
that the stellar mass content has hardly changed, but that the galax-
ies have just become significantly fainter; this is expected given the
drop-off in star formation activity, and can be illustrated by Fig. 4,
which shows the evolution of the average stellar mass with redshift,
for galaxy populations of different luminosities. We see clearly an
increase in the average mass with decreasing redshift.

c⃝ 0000 RAS, MNRAS 000, 000–000
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FIG. 14.— Comparison of our best-fit model at z = 0.1 to previously published results. Results compared include those from our previous work (Behroozi et al.
2010), from abundance matching (Moster et al. 2013; Reddick et al. 2012; Moster et al. 2010; Guo et al. 2010; Wang & Jing 2010), from HOD/CLF modeling
(Zheng et al. 2007a; Yang et al. 2012), and from cluster catalogs (Yang et al. 2009a; Hansen et al. 2009; Lin & Mohr 2004). Grey shaded regions correspond to
the 68% confidence contours of Behroozi et al. (2010). The one-sigma posterior distribution for our model is shown by the red error bars.
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FIG. 15.— Comparison of our best-fit model at z = 1.0 and z = 3.0 to previously published results. Results compared include those from our previous
work (Behroozi et al. 2010), from abundance matching (Moster et al. 2013, 2010; Conroy & Wechsler 2009; Wang & Jing 2010), and from HOD/CLF modeling
(Zheng et al. 2007a; Yang et al. 2012; Wake et al. 2011). Yang et al. (2012) reports best fits for two separate stellar mass functions, and we include both at z = 3.0.
Grey shaded regions correspond to the 68% confidence contours of Behroozi et al. (2010).

Figure 2: Left: Galaxy mass function at z=0. Taken from Panter, Heavens, and Jimenez, 2004. Right:
Stellar mass to halo mass ratio as a function of the halo mass. Taken from Behroozi, Wech-
sler, and Conroy, 2013.



4 introduction

Black holes can be understood as following: for an object of mass M• , what must be the
radius, r, of this object such that, even light moving at a speed c, cannot escape? This can be easily
solved comparing the kinetic and gravitational energy of such a system:

G M•
r

>
1

2
c2 (1)

⇔ r < rSch ≡
2G M•
c2

= 3 km
M•
M�

, (2)

where rSch is the Schwarzschild radius. By some happy coincidence, the solution of general
relativity outside a static point source object shows a similar behavior, where light cannot
escape below rSch

1.
Given their compactness (see below for a clear definition), BHs are also formidable

sources of energy. Consider an object with mass m initially at rest and at infinite distance
from another object of mass M• and radius r. The change of energy when m reaches the
surface of M• is:

∆E = −
G M•m

r
− 0 = −Ξmc2 , (3)

where we introduce the compactness Ξ = G M• /(rc2) and give some values in Table 1.
As the total energy of the system has to be conserved, a fraction Ξ of the rest mass energy
is emitted in the surrounding, either through radiation, or through kinetic energy if some
mass is expelled. For a BH2, Ξ = 50%, for comparison, the efficiency of hydrogen nuclear
fusion which power stars is slightly less than 0.7%, making BHs the most efficient machines
in the Universe to produce energy. When it is not an object with fixed mass falling onto the

BH but, instead, a constant inflow of matter
•
Macc, then the luminosity L of the BH can be

estimated as:

L = Ξ
•
Maccc

2 (4)

= 6× 1046 erg s −1 Ξ

•
Macc

M� yr −1
(5)

= 1013L� Ξ

•
Macc

M� yr −1
. (6)

where L� corresponds to the luminosity of the Sun.
This tremendous amount of energy emitted is actually the observational signature of

BHs but, while BHs have been theorized in the 1920’s, firsts hints of their existence have

1 Schwarzschild was the person who performed the calculation in the general relativity framework, which
explains the name of the typical radius.

2 The correct fraction obtained with a detailed calculation using the general relativity framework depends on
the spin. It is about 10% but can go up to 42% for a rotating BH.
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Object Mass (M• ) Radius (r) Compactness (Ξ)

( M� ) ( km )

Earth 3× 10−6 6000 7× 10−10
Sun 1 696 000 2× 10−6
Stellar black hole 10 30 (r = rSch) 1/2
Supermassive black hole 106 3× 106 (r = rSch) 1/2

Table 1: Some example of astrophysical objects.

101 103 105 107 109 1011

M  (M )

100

101

102

103

#

X-ray binary
Gravitational waves
SDSS

Figure 3: Histogram of the masses of observed BHs. Values are taken from Shen et al., 2011 for
supermassive BHs; Xray database for X-ray binaries; and The LIGO Scientific Collaboration
and the Virgo Collaboration, 2018 for gravitational wave detected BHs. For the last case,
we use the mass of the remnant BH.

https://stellarcollapse.org/sites/default/files/table.pdf
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been found in the 1970’s only. Today, we know hundreds of thousands of BHs, we report
in Fig. 3 the (non exhaustive) histogram of BH mass detected using several techniques not
discussed here (see §1.3 and §1.4 for the description of two methods). We distinguish three
main populations:

1. Stellar mass BHs with a mass below 100 M� : They follow the death a supermassive
star and, although they are thought to be fairly numerous in our Galaxy (and in
galaxies in general), we only know a few tens. They are mostly detected through X-
ray binaries but, recently, we started detecting them through gravitational waves (see
§1.3).

2. Intermediate mass BHs with a mass in between 100 and 104 M� : There are thought to ex-
ist but, to date, only few candidates have been observed (Mezcua, 2017). A promissing
method to detect more of them is through gravitational waves with the Large Inter-
ferometer Space Antenna (LISA, Amaro-Seoane, 2017) or through TDEs (see §1.4).

3. Supermassive BHs with a mass above a few 104 M� : They are thought to be present
in the center of most galaxies in our Universe (Kormendy and Ho, 2013). As they
are very massive and placed in gas-rich regions, they can, at times, accrete some of
the surrounding gas (see §1.2.1) and therefore, according to Eq. (4), shine, sometime
becoming more luminous than the entire galaxy itself. For this reason they are called
active galactic nuclei (AGNs), and are among the most luminous objects in the Uni-
verse, powering quasars, galaxies observed even in the very early Universe (Bañados
et al., 2018). Several models have been proposed to explain the formation of super-
massive BHs (direct collapse, population III stars, runaway collisions of stars; see
Volonteri and Bellovary, 2012), however the exact details are still poorly understood.

In this Section, we briefly described the main objects we will study in this Thesis: galaxies
and BHs. We also presented some of the most fundamental questions regarding BHs: What
is the initial/current mass function of BHs? Do intermediate mass BHs exist?

1.2 an evolving universe

One of the most important discoveries of the 20th century, both in physics and philosophy,
is probably that the Universe is not static as it had long been thought. Instead, Friedmann,
1922 and Lemaître, 1927, solving Einstein’s equation of general relativity to obtain the evo-
lution of the metric in an isotropic and homogeneous universe (see Peter and Uzan, 2009),
showed theoretically that the Universe is expanding and was formed about 14 billions years
ago. The expansion was observationally confirmed shortly after by Hubble, 1929. It has the
following consequence: if, today, at t = t0 ∼ 14Gyr , a length (a wavelength, or the distance
between two galaxies) is λ0, then, at t < t0, this length was shorter by a factor a ≡ 1/(1+ z),
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where a is the expansion factor and z the redshift, which respectively equal 1 and 0 today,
so that:

λ(t) = a(t)× λ0 =
λ0

1+ z(t)
. (7)

The Friedman-Lemaitre equations allow to compute the relation between a, z and t given
the following properties, measured with exquisite precision with the satellite Planck (Planck
Collaboration et al., 2016):

• H0 = 67.74 km s −1 Mpc −1 is the current Hubble constant;

• Ωm,0 = 0.3039 is the current energy density of matter (dark matter+baryons);

• Ωb,0 = 0.0486 is the current energy density of baryons;

• ΩΛ,0 = 0.6911 is the current energy density of dark energy;

• Ωr,0 = 10
−5 is the current energy density of relativistic matter;

• ΩK,0 = 0 is the current curvature.

Overall, we have a fairly good idea of the global evolution of the Universe, we discuss
here the different phases shown in Fig. 4:

1. Big-bang at t = 0: This corresponds to the birth of the Universe.

2. Inflation and reheating from t ∼ 10−36 s to 10−32 s : The universe undergoes an accel-
erated expansion driven by some quantum field, which exact nature is still debated.
Following this, most of particles of the standard model form.

3. Recombination at t ∼ 400 000yr : So far, the Universe was so hot that photons were
energetic enough to ionize Hydrogen. When the Universe becomes cooler than 3000
K, it is not the case anymore, Hydrogen recombines and becomes neutral. Photons
emitted at this time are not energetic enough to re-ionize their surrounding medium,
therefore they can travel through cosmic time, and in particular to us, forming the
so called Cosmic Microwave Background (CMB). The satellite Planck has successfully
observed the CMB, footprint of the Universe at the time of recombination, and has
shown how homogeneous it was, with relative variations of density/temperature of
∼ 0.01%.

4. Dark ages from t ∼ 400 000yr to 150Myr : This period consist on the transition period
between the recombination and the formation of the first stars in the Universe.

5. Galaxy formation and evolution from t ∼ 150Myr to today: It is during this time that
BHs and galaxies form and evolve, we get into more details in the following Sections.
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Figure 4: Sketch showing the expansion of the Universe and the different main phases it has been
through.

The evolution of the Universe down to the recombination is far from the topic of this
Thesis, and we will at best use an evolved–CMB (through the second order Lagrangian
perturbation theory, see Buchert, 1989) as initial conditions for our simulations. However,
the early life of the Universe composes an active field of research, necessary to understand
why the Universe is homogeneous or how most of the particles we know were formed.

1.2.1 Evolution of black holes

In this Section, we describe how BHs evolve through cosmic time.

Black hole growth During the life of a BH, material will fall onto it and be swallowed,
naturally increasing its mass. Estimating what is the inflow of mass given properties around
the BH is key to understand how it will grow. In this Section we draw the picture of Bondi-
Hoyle-Littleton accretion (Bondi and Hoyle, 1944; Bondi, 1952).

Assume a BH, with a mass M• , surrounded by gas with velocity V0 and density ρ.
Consider a particle from the flow, with mass m? << M• , initially at a distance r = +∞
with an impact parameter b, as in Fig. 5. If b is "very large", where "very large" means
larger than a threshold bmax which will be derived in the following, then this particle will
never fall onto the BH. Conversely, if b < bmax, then this particle will be swallowed. The

net mass-flux,
•
Macc, falling onto the BH is therefore:

•
Macc = πb

2
maxρV0 . (8)
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r

M∙

m⋆ V0

b rmin

Figure 5: Sketch of a hyperbolic encounter between a particle and a BH.

In Appendix 7, we solve this hyperbolic two-body problem and derive the dynamics of
particles pertaining to this problem. Eq. (202) gives the closest distance to the BH, rmin:

rmin =
GM•
V20


−1+

√

1+
b2V40

G 2M• 2


 (9)

= rdef

(
−1+

√
1+

b2

r2def

)
, (10)

where we have used thatm? << M• and introduced the deflection radius, rdef ≡ G M• /V20 .
To get a step further and determine the expression of bmax, we assume that this particle
is swallowed by the BH, i.e. is accreted, if it is gravitationally bound3 to the BH at rmin,
considering, at first order, that its speed is V0. This yields:

G M•
rmin

>
1

2
v20 (11)

⇔ b < bmax ≡ 2
√
2rdef . (12)

Combining Eq. (8) and Eq. (12), we obtain the Bondi-Hoyle-Littleton accretion rate:

•
Macc = 8π

G 2M• 2ρ
V30

(13)

= 1M� yr −1

(
M•

108 M�

)2 ( ρ

100amu cm 3

)( V0
200 km s −1

)−3

. (14)

A few comments about this equation:

3 Note the swindle here: if the particle comes from infinity, it cannot be gravitationally bound, unless another
process makes it lose energy. In practice, this particle is part of a flow where pressure forces, viscosity and
shocks have to be taken into account.
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•
•
Macc ∝ M• 2, therefore massive BHs can grow more easily, whereas it is harder for
low mass BHs to grow. For instance, as the time to double the mass of a BH is about

M• /
•
Macc, for fiducial value of ρ = 100amu cm 3 and V0 = 200 km s −1, it takes about

108 yr for a 108 M� BH, and 1000 Gyr for a 104 M� BH.

•
•
Macc ∝ V−3

0 therefore the dynamics of BHs is extremely important if one want to
estimate properly their accretion.

We emphasize that this calculation, albeit simple, is in excellent agreement with numerical
simulations of axisymmetric flow of inviscid ideal gas past a gravitating body (Shima et al.,
1985). The most important caveat is probably the absence of super(sub)-sonic accretion flow
and, in practice, many groups (Dubois et al., 2012) use the following expression:

•
Macc = 4π

G 2M• 2ρ(
V20 + c

2
s

)3/2 , (15)

where cs is the sound speed arround the BH. Note that this expression still assumes spher-
ical symmetry, no rotation and a constant gas density.

Black hole feedback As showed by Eq. (4), a fraction4 ε of the accreted mass is re-
emitted as energy in the galaxy, heating and pushing away the surrounding gas. This pro-
cess, known as feedback, has dramatic consequences onto galaxies (Silk and Rees, 1998;
Choi et al., 2018; Dashyan et al., 2019).

Consider a BH with initial mass M•,0 and final mass M• �M•,0, we have:

M• − M•,0 =

∫
•

M•dt (16)

=

∫
•

Macc(1− ε)dt (17)

= Macc(1− ε) (18)

∼ M• . (19)

The amount of energy released in the surrounding is:

∆E• = εMaccc
2 (20)

=
ε

1− ε
M• c2 . (21)

4 We now use ε instead of Ξ. The first notation is usually used by astrophysicists and the second one by
theoretical physicists.
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This value has to be compared with the total energy needed to unbind all the gas, with
mass Mgas, from a halo, with mass and radius Mh and Rh, that is:

∆Egas =
GMgasMh

Rh
(22)

= Mgasσ
2
h , (23)

where σh is the velocity dispersion of the halo, and the equality comes from the Virial The-
orem, telling that gravitational energy equals twice the kinetic energy. Combining Eq. (21)
and Eq. (23), we have:

∆E•
∆Egas

=
ε

1− ε

(
M•
Mgas

)(
c

σh

)2
. (24)

Due to the (c/σh)
2 factor, this ratio can be very large. For fiducial values ε = 0.1, M• /Mgas =

10−3 and c/σh = 103, we find 102! Consequently, even if a very small fraction of the emitted
energy is transferred to the gas, BHs have the capability of completely unbind and affect
their host galaxy.

This effect is clear from an observational perspective, with the so called M• − σ relation
or, equivalently, the M• −Mbulge relation (see Fig. 6), saying that there is a tight correlation
between global quantities, such as velocity dispersion or mass, of galaxies and the mass
of their central supermassive BH. We emphasize here that this relation is not trivial: the
mass (size) of the BH is much lower than the mass (size) of its host galaxies, by orders of
magnitude. This counter-intuitive results most likely comes from the tremendous amount
of energy released when BHs grow.

1.2.2 Evolution of halos and galaxies

Growth of structures As discussed above, in the early phase of galaxy evolution, fol-
lowing the recombination, the Universe is extremely homogeneous. That is, the overdensity

δ(r) ≡ ρ(r) − 〈ρ〉〈ρ〉 , (25)

where ρ is the density and 〈.〉 is the spatial-mean, is very small. Therefore, the hydrodynami-
cal equations in a Friedman-Lemaitre universe, expressing the evolution of the density field,
can be linearized in δ to find out that these perturbation grow with time. Consequently,
structures, halos and galaxies, form. What happens physically is that small over-dense re-
gions attract, through gravity, under-dense regions, naturally increasing the contrast. We
show in Fig. 7 two snapshots of a cosmological simulations at different times: in the early5

5 Note that we are far after recombination.
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Figure 6: BH mass versus bulge mass relation. Taken from Kormendy and Ho, 2013.

homogeneous universe at z ∼ 30, and today, at z = 0 where halos and galaxies have formed.
One can see that, today, the overdensity can be very large, therefore the initial assumption
made (δ << 1) is not valid anymore and equations become highly non-linear. In this regime,
only numerical simulations, such as the one used to produce Fig. 7, can track the evolution
of the density field.

Galaxy mergers Another reason explaining the massive use of numerical simulations in
the context of galaxy evolution is that galaxies and halos attract each-other, collide, merge
to form a final remnant in a highly non-linear way. We show in Fig. 8 a 2D projection of the
stellar density of a galaxy at z ∼ 7, which is undergoing a merger with two other galaxies.
These very violent events contribute to build up the mass of galaxies, but also to change
their morphology (Toomre, 1977), trigger star formation (Mihos and Hernquist, 1996) and
AGN feedback (Di Matteo, Springel, and Hernquist, 2005).

In this Section, we briefly discussed how BHs and structures grow through cosmic time
and raised some of the main questions relating BHs and galaxies: What are the exact
effects of feedback of BHs onto galaxy evolution? How do these objects co-evolve? We
also presented galaxy mergers, which might result in BH mergers. Indeed, galaxies might
host supermassive BHs, indicated by black bullets in Fig. 8, which could end in the center
of the galaxy remnant and merge, emitting gravitational waves we will detect (see §1.3).
How many galaxy pairs result in galaxy mergers? How many galaxy mergers result in
BH mergers? What are the properties of BH mergers? are debated question in Astronomy,
and we briefly explored this in this Thesis (see Chapter 3).
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Figure 7: Overdensity as defined by equation Eq. (25), in a simulation, of the early homogeneous
universe (left) and today (right).

1.3 gravitational waves and lisa

In Einstein’s general relativity, objects bend spacetime (see Fig. 9, left) in which they are
moving, contrary to the Newtonian formalism, in which gravity is a force. Consequently,
when two massive objects orbit around each other, they periodically bend spacetime, pro-
ducing gravitational radiation that propagates at the speed of light, these are gravitational
waves (see Fig. 9, right).

Let us consider two BHs, such that the sum of their masses isMb, separated by a distance
r and at a distance d from Earth. After some time, the gravitational waves emitted will cross
the Earth and interact with matter, changing the length of objects by a factor (Maggiore,
2008):

1+ h ∼ 1+
1

d

G 2M2
b

c4r
(26)

∼ 1+ 10−20 Ξ

(
Mb

M�

)(
d

Mpc

)−1

, (27)

where h is the strain and Ξ is the compactness defined in §1.1. For two BHs with a total
mass Mb = M� , 1 Mpc away from Earth, in the last phase of the merger, i.e. separated by
r ∼ rSch so that Ξ ∼ 1/2, we have h ∼ 10−20. This is the precision required by detectors to
detect these gravitational waves.
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Figure 8: Three galaxies in interaction at different time of mergers in a cosmological simulation.

Figure 9: Left: Spacetime bent by massive objects. Right: Massive binary orbiting around each other,
emitting gravitational waves.
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1.3.1 Gravitational wave detectors

The first gravitational wave detectors were designed by Joseph Weber in the 1960’s but,
while he claimed to have detected them at multiple times (Weber, 1968; Weber, 1969), his
results could not be reproduced nor confirmed by his peers.

Today, gravitational wave detectors consist in large scale (from kilo-meter to giga-meter)
light interferometers. When gravitational waves pass through the interferometer, they vary
the length of one of the two arms by a factor 1+ h, causing interference fringes to appear
and allowing detection (see LIGO Scientific Collaboration et al., 2015 for more details).
There exist a few detectors on Earth: GEO 600 in Germany, which is 600 m long, VIRGO
in Italy and the two LIGO ones in the US which are about 4 km long (300 effective km
as light is reflected). LIGO successfully detected the first gravitational waves signal from
a BH merger (Abbott et al., 2016), and both LIGO and VIRGO collaborated to detect the
first neutron star merger (The LIGO Scientific Collaboration and the Virgo Collaboration,
2017), opening a new era in multi-messenger astronomy, i.e. observations with light and
gravitational waves.

Unfortunately, ground based telescopes cannot detect the merger of supermassive BHs.
Indeed, their sensitivity is best at frequencies around

fdetector ∼
c

L
(28)

∼ 600Hz
500 km
L

, (29)

where L is the length of the arms. However, the frequency of gravitational waves emitted
during the merger is similar to the Keplerian period, around an object of mass M• , at the
Schwarzschild radius, that is:

fGW ∼

√
G M•
r3Sch

(30)

∼ 700Hz
100M�
M•

(31)

∼ 0.07Hz
106 M�
M•

. (32)

Consequently, comparing Eq. (29) and Eq. (32), the typical length to detect gravitational
waves emitted from 106 M� supermassive BHs is millions of km. As it is impossible to build
an interferometer of this size on Earth, we will have to go to space. This is the LISA project
(Amaro-Seoane, 2017) which has been selected by ESA, with NASA as a minor partner.
LISA consists of three satellites forming a triangle with side 2.5 millions of km. Challenging
technical development have to be carried out before LISA is launched, hopefully in the
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2030’s, but the first sensitivity tests with only one satellite, LISA pathfinder in 2015 were
better than expected and the mission was a success (Armano et al., 2018).

1.3.2 Formation of a binary black hole

In the previous Sections, we presented how gravitational waves are emitted by binaries,
and how we could possibly detect them. However, as we can only detect these gravitational
waves in the last phase of the merger, when BHs are close enough, one can wonder how
can supermassive BH binaries form? and how these binaries reach few Schwarzschild
radii separation?

In the following paragraphs, we detail the different phases of a binary, with a pri-
mary of mass M• , a mass ratio q < 1, a total mass Mb ≡ (1 + q)M• , a reduced mass
µ ≡ q M• / (1 + q), and separated by a distance r. In that case the energy of the binary
is E = −GµMb/r.

Gravitational wave regime A binary emitting gravitational waves shrinks because the
waves carry energy and momentum. Even if gravitational waves are strongest when the
binary has a small separation, they are emitted at all radii (see Eq. (27)). Assuming circular
orbits, Peters, 1964 shows that the binary would shrink, due to the emission of gravitational
waves, in a time

tGW =
5c5r4

256G 3µM2
b

. (33)

From this, we can estimate what must be the initial separation, rGW , such as the binary
merges, through gravitational waves, within a time τ. This yields:

rGW = 1mpc
(

τ

10Gyr

)1/4(
Mb

106 M�

)3/4(
4q

(1+ q)2

)1/4
(34)

Consequently, an equal mass ratio binary (q = 1 ) of two supermassive BHs with masses 5×
105 M� merges, through gravitational waves, within the age of the Universe (τ ∼ 10Gyr ),
if the initial separation is about 1 mpc. As a reminder, two supermassive BHs are initially
separated by tens to hundreds of kpc and sit in the center of different galaxies (see §1.2.2
and Fig. 8), therefore there must be processes other than gravitational waves emission
allowing to bridge these 8 orders of magnitude in separation.

Stellar scattering When two BHs are close enough (“close” to be defined) so they are
embedded in a dense stellar environment, single stars can be ejected through gravitational
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slingshot, as shown in Fig. 10 (left). In that case, these stars leave the system with (kinetic)
energy, resulting in the shrinking of the binary.

If we consider the interaction of one star orbiting the binary, with mass
m? << qM• < M• , at first order, we can write the variation of energy due to the
scattering of the star as:

∆E = −C|E|
m?

Mb
, (35)

where C is, a priori, a complex function of σ, a etc... However, as shown by Monte Carlo
scattering experiments (Quinlan, 1996; Sesana, Haardt, and Madau, 2006), C appears to be
close to unity so we will assume C = 1 in the following. The binary effectively shrink if
the star leaves the system, that is, its speed is larger than the escape velocity, which, at first
order, equals the velocity dispersion σ. This yields:

−∆E > m?σ
2 (36)

⇔ r < rh ≡
Gµ
σ2

= 0.1pc
(

Mb

106 M�

)( σ

200 km s −1

)−2
(37)

where we introduce the hardening radius rh. For an equal mass ratio (q = 1) supermassive
BH binary with masses of 5× 105 M� embedded in a Milky-Way like environment (σ ∼

200 km s −1), stellar scattering becomes effectively efficient when the BHs are separated by
0.1 pc. Note that we “gained” 2 orders of magnitude compared with the gravitational waves
regime, however, we still have to bridge 6 orders of magnitude... In addition, as more and
more interactions occur to shrink the binary, stars are ejected and, at some point, these
interactions become very rare and the binary stalls. Consequently, there must be a process
which “refills” the surrounding with stars, known as the loss cone refilling problem. This
refilling depends on the geometry of the nucleus but is still poorly understood (Vasiliev,
Antonini, and Merritt, 2014).

Gas torques In addition to stars, BHs could be surrounded by gas (Fig. 10, right). As
the binary axis (black line passing by the two BHs) may be miss-aligned with the main axis
of the nucleus (other black line), negative torques can shrink the binary. Depending on the
configuration, gas can efficiently – or not – drive BHs inward (del Valle and Escala, 2012;
Amaro-Seoane et al., 2016). However, recent simulations including accretion and AGNs (del
Valle and Volonteri, 2018) show that, whatever the configuration, feedback can open a large
enough cavity so that torques become inefficient to shrink the binary. This process, as the
previous one, is still an active field of research. It is interesting to note, though, that they
occur at similar scales, smaller than 1 pc.
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Figure 10: Left: Star being scattered by a massive BH binary. Right: 2D gas density projection show-
ing two BHs embedded in a gas nucleus. Taken from Escala et al., 2005.

Dynamical friction This process will be extensively studied in Chapters 2 and 3. We
just mention here that, if the secondary BH is massive enough, dynamical friction can effi-
ciently drive the distance between BHs from tens/hundreds of kpc to pc, bridging almost
from galaxy mergers to the formation of a bound binary at ∼ pc scale.

To conclude this Section, we recall the main questions discussed: How can we detect su-
permassive BHs? How do binaries shrink from tens/hundreds of kpc separation follow-
ing galaxy mergers to mpc separation, where the gravitational waves emission becomes
efficient? We also briefly introduced the last-parsec problem, saying that the processes
driving BHs from pc to mpc (stellar scattering and gas torques) are still poorly understood
(Souza Lima et al., 2016; Goicovic et al., 2016). From an observational perspective, the tight-
est binary candidate currently known is separated by about 7 pc (Rodriguez et al., 2006):
is there a still poorly understood process which quickly drives BHs inward, causing the
number of low separation BHs to be small? or is it just an observational issue that close
pairs cannot be disentangled? The reason of this observational result is still debated.
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and confirms the identification of He II λ = 4, 686 Åemission. The observed flux ratio of
He II λ = 3, 203 emission to He II λ = 4, 686Åemission is 0.50 ± 0.10, measured using a
Gaussian fit to the λ = 3, 203Åline with a width fixed to that of the λ = 4, 686Åline, limits
the internal extinction to E(B − V ) < 0.08 mag (Supplementary Information). The He II
λ4, 686 line is still evident as an excess above the model in the later epoch (b), but it has
faded by a factor of ∼ 10 since 22 rest-frame days before the peak, the same factor by
which the ultraviolet continuum has faded during this time. The absolute flux scaling in the
later epoch is uncertain owing to obscuration by clouds on the date of the observation.

Figure 2
Ultraviolet-optical light curve. The GALEX NUV and PS1 gP1-, rP1-, iP1-, and zP1-band
light curves of PS1-10jh (with the host galaxy flux removed), plotted against logarithmic
time since the peak (top) and since the disruption (bottom). The curves (shown with solid
lines scaled to the flux in the GALEX and PS1 bands) were determined from the best fit
of the gP1-band light curve to a numerical model20 for the mass accretion rate of a tidally
disrupted star with a polytropic exponent of 5/3. For each of the four optical bands, we
independently performed a least-squares fit of the model for a 106M⊙ black hole to the
light curve from −36 to 58 rest-frame days from the peak, with the time of disruption, a
vertical scaling factor, and a time stretch factor as free parameters. The GALEX and PS1
photometry at t > 240 rest-frame days since the peak is shown binned in time in order to
increase the signal-to-noise ratio. The dates of multiple epochs of MMT spectroscopy are
marked with an S, and the date of the Chandra X-ray observation is marked with an X.
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Figure 4. Fits to ∆M , with the fits to the γ = 4/3 models being shown by
the solid colored circles, and fits to the γ = 5/3 models being shown by the
open colored circles. Predictions of ∆M from Ivanov & Novikov (2001) for
both γ = 4/3 and γ = 5/3 are represented by the black symbols/curves. The
color coding matches that of Figures 1 and 2, with the impact parameters βd
beyond which stars are considered to be destroyed being denoted by the colored
dot-dashed lines.
(A color version of this figure is available in the online journal.)

For collapsing gaseous cylinders, spurious condensations as
the result of the accumulation of numerical error may develop if
the Jeans length is not properly resolved (Truelove et al. 1997),
with the source of that error being exacerbated by an inexact
determination of the gravitational potential (Jiang et al. 2013).
Truelove et al. found that no spurious gravitational collapse
occurs if the ratio J of the grid scale to the Jeans length
λJ ≡

√
πc2

s /Gρ, where cs is the sound speed and ρ is the
density, is always less than 0.25 in all grid cells at all times. In all
of our simulations, the width of the debris stream is comparable
to the star’s initial size, and the resolution in the densest portion
of the stream as it condenses is equal to the resolution used
to resolve the original star (∼50 grid cells). Therefore, in the
case in which a recollapse marginally occurs (i.e., J/S ∼ 1),
J ≃ 0.02, satisfying the Truelove criterion.

For γ = 4/3, we find that stars are destroyed for β ! βd =
1.85, i.e., no self-bound stellar remnant is produced. To verify

that we are adequately resolving the boundary between survival
and destruction, we ran a single γ = 4/3,β = 1.8 simulation at
double the linear resolution, and found a recollapse that results
in a bound remnant of only a few percent of a solar mass, slightly
smaller than what is found using our fiducial resolution. As the
mass of the surviving star nears zero, the resolution requirements
become progressively more restrictive, as even slight changes
in the cylindrical density profile or gravitational potential can
alter the time of recollapse, and thus the final bound mass. For
γ = 5/3, we find that stars are destroyed for β ! βd = 0.9.

Numerical challenges aside, the exact boundary between
survival and destruction for real stars is likely to be slightly
different than what is predicted here, as the central densities of
stars on the MS depend on rotation, metallicity, and age (Maeder
1974; Wagner 1974). Notably, our own Sun has a central density
approximately twice that of the standard γ = 4/3 polytrope
used to model it. This may allow the cores of somewhat evolved
MS stars to survive for slightly larger values of β, although their
gravitational influence is likely small as the helium-enriched
cores of evolved MS stars are no larger than 10% of the star’s
mass (Schönberg & Chandrasekhar 1942).

3.2. Characteristic Features of Ṁ(t)

Figure 5 shows the family of Ṁ(t) curves as a function
of β for both γ = 4/3 and γ = 5/3. Immediately evident
is the strong dependence between Ṁpeak and β for β < βd,
and the similarity of the Ṁ(t) curve family for β ! βd. The
result that deeper encounters do not produce more rapid flares
is in direct conflict with the analytical prescription presented in
Lodato et al. (2009, hereafter LKP), in which the binding energy
dM/dE is equivalent to the spread in mass over distance (modulo
a constant), dM/dx, at pericenter. In this model (hereafter
referred to as the “freezing model”), the binding energy is given
by

E = GMhx/r2
p , (4)

and thus deeper encounters always result in faster-peaking
transients. Because the binding energy E ∝ r−2

p , the scaling
between β and tpeak is expected to be tpeak ∝ β3 (Ulmer 1999).

We definitively find that this is not the case, as the two separate
functional forms of the parametric pair [tpeak(β), Ṁpeak(β)]
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Figure 5. Fallback accretion rate Ṁ(t) onto a 106 M⊙ black hole from the disruption of a 1 M⊙ star as a function of γ and β. The colored curves in the left two panels
show Ṁ(t), with the color of each curve corresponding to the color coding scheme presented in Figures 1 and 2. The dashed portions of each curve are extrapolations
based on the slope of the Ṁ(t) immediately prior to the extrapolated region, which accounts for the fact that the late-time slope can only be determined exactly if
the simulations are run for a prohibitive amount of time (see Figure 10). The dotted line shows the Eddington limit for a 106 M⊙ black hole assuming an accretion
efficiency ϵ = 0.1. The open triangles connected by the gray dashed line show the peak fallback rate Ṁpeak and time of peak tpeak as predicted by the energy-freezing
model, in which the period of the return of materials scales as β3 (Evans & Kochanek 1989; Ulmer 1999; Lodato et al. 2009). The open circles connected by the black
line show the fits to Mpeak and tpeak as given by Equations (A1) and (A2) respectively. The right two panels shows the same data as the left two panels, with the filled
regions showing the range of Ṁ(t) curves resulting from full disruptions (red) and from disruptions in which the star survives (gray).
(A color version of this figure is available in the online journal.)
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Figure 11: Left: Lighcurves at different wavelength of a TDE. Taken from Gezari et al., 2012. Right:
Accretion rate as a function of time onto the BH from a numerical simulation. Taken from
Guillochon and Ramirez-Ruiz, 2013.

1.4 tidal disruption events and transient surveys

1.4.1 Tidal disruption events as a mean to detect black holes

When a star, with mass m? and radius r?, passes at distance r from a BH of mass M• , the
star is subject to tidal forces in the field of the BH:

|
∂F
∂r

|r? ∼
G M•m?

r2
r?

r
, (38)

where F is the gravitational force exerted by the BH onto the star. If these tidal forces are
stronger than the self–gravity of the star:

G M•m?

r2
r?

r
>

Gm2
?

r2?
(39)

⇔ r < rt ≡ r?
(
M•
m?

)1/3
, (40)

where we define the TDE radius rt, then the star is disrupted. If the disruption occurs
outside the Schwarzschild radius:

rt > rs (41)

⇔ M• < Mt ≡
√

r3?c
6

G 3m?
= 3× 108 M�

(
r?

R�

)3/2(
m?

M�

)−1/2

, (42)

then the disruption of the star occurs before it penetrates the Schwarzschild radius, and is
not swallowed whole but is disrupted. This phenomenon is known as a TDE (Hills, 1975).
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Under these conditions, a fraction of the star sinks onto the BH and is heated as it sinks to
the BH and converts gravitational energy to internal energy, sourcing a bright flare (Rees,
1988) which we can observe. We show in Fig. 11 observational light-curves at different
wavelengths (left) and the theoretical accretion rate onto a BH computed using numerical
simulations (right). In both cases, a similar pattern is visible: there is a rapid rise of the
accretion rate (and therefore of the luminosity) and, following the peak, a decay. While
the early phases are highly non linear as modifications of the structure of the star in a
relativistic regime must be evolved (Dai et al., 2018), a simple but elegant calculation can
explain a -5/3 decay (Phinney, 1989): following the disruption of a star by a BH of mass
M• , gas will shock and exchange energy so that the energy distribution dM/de is fairly
constant6. A gas patch at distance r from the BH has an energy per unit mass e = −G M• /r,
and a period T = (G M• /r3)1/2, therefore:

dM
dT

=
dM
de

de
dr

dr
dT

(43)

=
dM
de

1

3
(G M• )

2/3 T−5/3 . (44)

Note the fairly good agreement with observations and numerical simulations (see Fig. 11)
given the simplicity of the calculation.

More detailed models (Bogdanović et al., 2004; Guillochon and Ramirez-Ruiz, 2013) in-
cluding the spin of the BH, but also properties of the disrupted star such as its mass, radius,
density profile, initial eccentricity etc... show that the accretion at peak7 can be written as
(Eq. (A1) from Guillochon and Ramirez-Ruiz, 2013):

•
Mpeak ∼ 1M� yr −1

(
M•

106 M�

)−1/2(
m?

M�

)2(
r?

R�

)−3/2

. (45)

All this shows that, although degenerate, the information about the physical properties
of the system (orbit of the star, density profile of the star, mass of the BH, spin of the
BH etc...) is encoded in the the lightcurve (Bogdanović, Cheng, and Amaro-Seoane, 2014;
Mockler, Guillochon, and Ramirez-Ruiz, 2019). Using detailed models, we are now able to
fit real observations to infer the mass of BHs, for instance, the lightcurves in Fig. 11 (left)
are well fitted by models in which the mass of the BH is about 2 millions solar masses. In
addition, as shown by Eq. (45), the accretion following a TDE, contrary to accretion of gas
in a homogeneous medium (see Eq. (14)), scales as the inverse root of the mass of the BH,
so the lighter the BH the easier it should be to detect TDEs. This suggests that TDEs are a
promising method to detect intermediate mass BHs and, in fact, one of the lightest BH ever
observed (a few 104 M� ) has been detected through a TDE (Lin et al., 2018).

6 This assumption is not verified in simulations of partial and relativistic disruptions.
7 Assuming a polytropic index of 5/3 for the star and an impact parameter β = rt/rp > 1, where rp is the

pericentric distance of the star.
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To summarize, TDEs are transient events, lasting from days to months depending on the
specific orbital/stellar parameters, and with luminosity decaying as a power law. Therefore,
transient surveys, observing the same patch of sky regularly, and covering a large area, are
ideal for discovering and studying TDEs.

A significant fraction of the luminosity arising from a TDE falls in the soft X–rays and in
optical/UV. In principle, X–rays represent a “cleaner” probe, since the X–ray luminosity of
galaxies (integrated X–ray binary emission) is significantly less than the typical X–ray lumi-
nosity of TDEs, while in optical/UV, contribution from the galaxy light and the presence
of dust can hamper detection. However, because of atmospheric absorption X–ray obser-
vations are not possible from the ground, and at the current time only relatively shallow
observations with ROSAT (Voges et al., 1999) cover a large area with the repeated obser-
vations needed to detect transients, while XMM–Newton or CHANDRA can contribute
through pointed observations (e.g. Maksym, Ulmer, and Eracleous, 2010). Transient opti-
cal/UV surveys have been the alternative source of TDE candidates and events (SDSS –
van Velzen et al., 2011; Palomar Transient Factory – Law et al., 2009; Zwicky Transient Fa-
cility – Bellm et al., 2019). Note that some optically/UV detected TDEs are not observed in
X-rays, Dai et al., 2018 suggested that the explanation is the increase of the observed ratio
of optical to X–ray fluxes with increasing inclination angle. However, there is still no clear
consensus about this (Wheeler et al., 2019).

We are now entering an era of large transient surveys, such as eROSITA (Merloni et al.,
2012) in the X–rays or the Large Synoptic Survey Telescope (LSST, van Velzen et al., 2011)
in the optical/UV, both having much higher sensitivity than current surveys, therefore the
statistics on TDEs and their hosts will increase significantly in the near future, allowing for
better characterization and comparison with theoretical models.

1.4.2 Tidal disruption events to grow black holes

In the previous Section, we considered TDEs as single events and assumed that a star was
on a particular orbit so it is disrupted. In practice, an information one may want to know
is how frequently stars get close enough to BHs to be disrupted? This has important
consequences, as these stars could directly feed BHs, providing an additional source of
material to grow.

From an observational perspective, the number of observed TDEs is still low (90 candi-
dates today on the TDE database), and reliable statistics are hard to produce. A commonly
used value is 10−4 event per galaxy per year (Syer and Ulmer, 1999; Wang and Merritt, 2004;
Milosavljević, Merritt, and Ho, 2006; Stone and Metzger, 2016; Auchettl, Ramirez-Ruiz, and
Guillochon, 2018) but could possibly depend on the type of galaxy (Law-Smith et al., 2017;
Tadhunter et al., 2017; Graur et al., 2018) reaching values as high as 10−1gal−1 yr −1.

https://tde.space
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From a theoretical point of view, the first calculations on rates were made by Lightman
and Shapiro, 1977 who introduced the loss-cone theory, that we will detail in §4.1, and
significant amount of work has been done since then (Syer and Ulmer, 1999; Wang and
Merritt, 2004; Chen et al., 2009; Amaro-Seoane, Miller, and Kennedy, 2012; Zhong, Berczik,
and Spurzem, 2014; Stone and Metzger, 2016; Stone and van Velzen, 2016; Alexander and
Bar-Or, 2017), using either analytical techniques or N-body simulations, with results close
to the mean observed TDE rate, but with large uncertainties.

In this Section we broadly described TDEs, explaining physically what they are and how
they could be used to study BHs. We also pinpointed a debated question regarding TDEs
we deepened in this Thesis (see Chapter 4): What is the number of events per year per
galaxy? How do these event depend on galaxy properties?



2
D Y N A M I C A L F R I C T I O N

In this Chapter we detail the process of dynamical friction, which drives the dynamics of
BHs from kpc to pc scales. We begin by deriving the analytical formulation for dynamical
friction, then we discuss the different effects of dynamical friction. Finally, we present how
dynamical friction, a crucial element for BH dynamics, can be included in numerical simu-
lations.

This Chapter is based on the following papers:

1. Pfister et al., 2017

2. Pfister et al., 2019a

23
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v

Figure 12: 2D projection of gas density of a simulation of a BH moving in a homogeneous medium.
The overdensity behind the BH is pulling it backward: this is dynamical friction. Taken
from Chapon, Mayer, and Teyssier, 2013.

2.1 what is dynamical friction?

Dynamical friction has been theoretised by Chandrasekhar, 1943, and we shall detail the
analytical calculation later in this Section, but it can be understood as following: consider a
massive object (a BH, a globular cluster, a galaxy) moving in a homogeneous background,
as in Fig. 12. As this object moves through this homogeneous medium, it attracts material,
creating an over-density just behind it (see Fig. 12). This overdensity, at some point, will
become massive enough to induce a back-reaction force, which will slow down the massive
perturber: this is dynamical friction.

To get an analytical expression for dynamical friction (Chandrasekhar, 1943; Binney and
Tremaine, 1987), let us consider a massive perturber, with a mass M• and velocity v•, mov-
ing in a homogeneous medium composed with particles of masses m?. Consider one parti-
cle from the surrounding, with initial impact parameter b and velocity v? so that the initial
velocity of the star with respect to the perturber is V, as in Fig. 13. The variation of velocity
of the perturber is derived in Appendix 7 (Eq. (213)) and equals:

∆v• =
[
1+

b2V4

G 2(M• +m?)2

]−1
2m?V

M• +m?

(
bV2

G (M• +m?)
er + ez

)
, (46)

If we consider that all particles in the medium have the same velocity v?, taking into
account all stars in the ring [b,b+ db], the er terms vanish whereas the ez terms sum-up:
the net variation of velocity is along the direction of V. Note that, if the perturber moves
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M∙

m⋆ V

b ⊙er
ezeθ

Figure 13: Sketch of a hyperbolic encounter, geometry used is cylindrical. Basis used is different
than in Appendix 7.

with the medium (V = 0), its dynamics is not modified. As the perturber moves at velocity
V with respect to stars, the encounter rate with impact parameters in [b,b+ db] is:

V × 2πbdb. (47)

In practice, however, all particles do not move at the same velocity, the fraction of particles
moving with a velocity in [v?, v? + dv?] is given by f(v?)dv?, where f is the distribution
function, so that the rate at which the perturber encounters particles that have velocities in
[v?, v? + dv?] and impact parameters in [b,b+ db] is:

V × 2πbdb× f(v?)dv? . (48)

To get the rate at which the velocity of the perturber vary, dv•/dt , one should sum the
contribution of all particles, that is performing the integral onto b and v?. The impact
parameter range to consider should be in [0,∞], however, in real astrophysical systems,
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the size of the surrounding medium has a finite size bmax1, and one should only consider
particles with b < bmax, this yields:

dv•
dt

=

∫
v?

f(v?)Vdv?

∫bmax

b=0
2πdb

[
1+

b2V4

G 2(M• +m?)2

]−1
2m?V
M• +m?

(49)

= 2πG 2m?(M• +m?)

∫
v?

f(v?)dv? ln

[
1+

(
bmaxV

2

G (M• +m?)

)2] v? − v•
V3

(50)

= −2πG 2m?(M• +m?)

∫
u
f̃(u)du ln

[
1+

(
bmaxV

2

G (M• +m?)

)2] v• − v?

V3
(51)

= −2πG 2m?(M• +m?)

∫
u
f̃(u)du ln

[
1+

(
bmax|v − u|2

G (M• +m?)

)2] v − u
|v − u|3

, (52)

where where 〈.〉 denote the spatial mean, u ≡ v? − 〈v?〉 is the relative velocity of stars with
respect to the background, v ≡ v• − 〈v?〉 the relative velocity of the perturber with respect
to the background and f̃ the distribution function of particles around the mean. Following
Chandrasekhar, 1943, as:

• bmaxv/ (G (M• +m?)) (1±u/v)2 is, most of the time in astrophysical systems, much
larger than 1;

• u is usually isotropic, that is f̃(u) = f̃(u);

• m? << M• as the perturber is massive with respect to the surrounding;

one can show that (Eq. (25) and Eq. (30) from Chandrasekhar, 1943):

dv•
dt

= −4πG 2m?M•
v
v3

∫∞
u=0

4πu2f̃(u)H(v,u)du (53)

with:

H(v,u) =

ln
(
bmax(v

2−u2)
G M•

)
if u < v

ln
(
u+v
u−v

)
− 2 vu if u > v .

(54)

1 Note that, although physically meaningful, the cutoff is needed as the integral on b diverges at infinity.
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ln(1− (u/v)2) terms for u < v are usually dropped (second order u/v correction), leading
to:

dv•
dt

= −4πG 2m?M•
v
v3

{
ln
(
bmaxv

2

G M•

) ∫v
u=0

4πu2f̃(u)du+ (55)∫∞
u=v

4πu2f̃(u)

[
ln
(
u+ v

u− v

)
− 2

v

u

]
du
}

= −4πG 2M•
v
v3

{
ln (Λ)m?n?(< v) +F(v, f̃)

}
(56)

where we introduce the Coulomb logarithm:

ln(Λ) = ln
(
bmaxv

2

G M•

)
, (57)

the number of particles moving slower than the perturber in the frame of the background
n?(< v), and:

F(v, f̃) = m?

∫∞
u=v

4πu2f̃(u)

[
ln
(
u+ v

u− v

)
− 2

v

u

]
du . (58)

Following this long, but straightforward, calculation, we make a few comments about
the final expression obtained:

• dv•/dt ∝ v therefore dynamical friction tends to make the perturber to move at the
same velocity as the background, and vanishes when velocities become equal.

• dv•/dt ∝ M• therefore dynamical friction is more effective on massive objects.

• The first term in the braces is proportional to m?n?(< v) = ρ?(< v), where ρ?(< v)

is the density of particles moving slower than the perturber. Therefore, for two per-
turbers moving with the same velocity, the denser the medium the stronger dynamical
friction.

• Although we had to introduce the size of the system, bmax, the final result depends
on its value only logarithmically.

We found that the force slowing the perturber down is due to the cumulative effects of
hyperbolic encounters, however, as mentioned at the beginning of this Section, dynamical
friction can also be understood as caused by the lag behind the perturber. An issue with
our calculation is that we did not consider the effect of the perturber onto the medium,
which therefore unphysically remains homogeneous and isotropic. When the reaction of
the medium is taken into account (Weinberg, 1986; Colpi and Pallavicini, 1998), this allows2

2 Assuming an isothermal sphere at equilibrium, i.e. with Maxwellian velocity dispersion.
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to compute the overdensity around the perturber. If the mean density is ρ0 with velocity
dispersion σ, a perturber with mass M• moving at v with respect to the background,
creates, at position r from the perturber, an overdensity:

δρ(r) = ρ0
G M•
σ2

r

[
erf
(
−

v · r√
2σr

)
+ 1

]
exp

[(
v · r√
2σr

)2
−

(
v√
2σ

)2]
. (59)

From this, we can estimate the force δF caused by matter between r and r+ δr as:

|δF| ∼

∫ r+δr
r

G ρ(r ′)M•
r ′2

4πr ′2dr ′ (60)

∼ 4πG M• ρ0
G M•
σ2

ln(1+
δr

r
) . (61)

Therefore, most of dynamical friction is sourced by material close to the perturber and, in
particular, as the only scale-length in the last expression is the influence radius of the per-
turber rinf ≡ G M• /σ2, most of the dynamical friction is sourced by material closer than
rinf.

In this Section, we neglected self–interactions between particles causing dynamical fric-
tion, this means we considered that the perturber moves in a collisionless system. When
self–interactions become important, e.g. for a gaseous system, the system is collisional and
more complex physics is involved (Ostriker, 1999). In the case of a gaseous background, one
also have to consider that BHs can accrete and radiate, which affects the surrounding. Park
and Bogdanović, 2017 using numerical simulations, and Gruzinov, Levin, and Matzner,
2019 using an analytical treatment, both found that, when AGN feedback is included, the
wake lagging BHs can be disrupted rendering dynamical friction inefficient, and in some
situations even leads to “dynamical propulsion”. We do not consider this in this Thesis,
although this process may be important in pairing BHs. In the following Sections, we study
the effect of dynamical friction in driving BHs in the center of galaxies, where they can
form a binary, and we will see how dynamical friction can be implemented in numerical
simulations to better track the dynamics of BHs.

2.2 dynamical friction to form black hole binaries

In this Section, we study the dynamics of BHs and detail the effects of dynamical friction
using a zoomed simulation of a galaxy merger.
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Figure 14: Left: 2D projection of stellar density of the initial conditions used for our simulation. The
black dot is BH1 whereas the black triangle is BH2. Right: Distance between the two BHs
in our simulation.

2.2.1 Numerical set-up

We zoom in on the high spatial (20 pc) and temporal (1 Myr) resolution simulations of
galaxy mergers by Capelo et al., 2015, using the N-body smoothed particle hydrodynamics
code Gasoline (Wadsley, Stadel, and Quinn, 2004), an extension of the pure gravity tree-
code Pkdgrav (Stadel, 2001). The version we used includes explicit line cooling for atomic
hydrogen and helium, and metals (Shen, Wadsley, and Stinson, 2010), a physically moti-
vated prescription for star formation, supernova feedback, and stellar winds (Stinson et al.,
2006), as well as BH accretion and feedback (Bellovary et al., 2010). The original resolution
was 20 pc, we increase it to 1 pc by reducing the value of the softening length, ε, of all
particles (gas, BHs, stars, and DM).

We use the 1:4 coplanar, prograde–prograde merger of galaxies (namely Run 07 in Capelo
et al. 2015, hereafter the “original simulation”). At the beginning of the original simulation,
there are two coplanar galaxies, one being four times more massive than the other, both
hosting in their centres a supermassive BH (BH1 and BH2), whose masses are proportional
to the mass of the bulge of each host galaxy. We refer to Capelo et al., 2015 for a detailed
description of the initial set up.

We chose this merger because the mass ratio 1:4 is usually chosen as the boundary be-
tween major and minor mergers. The merger time-scale in major mergers is shorter, as the
dynamical friction deceleration scales as MSatellite (see Eq. (56)), where MSatellite is initially
the mass of the lighter galaxy, then that of the stellar nucleus and, at the end, the mass of
the orbiting BH. We expect therefore that forming a supermassive BH binary is easier in
mergers of similar-mass galaxies. For instance, in simulations with small mass ratios, down
to 1:10 in Capelo et al., 2015, the time needed for the two BHs to reach kpc separation (from
an initial separation equal to the sum of the virial radii of the merging galaxies) is roughly
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3 Gyr, much longer than the ∼1 Gyr needed in the 1:4 simulation. As a consequence, we
expect binaries resulting from minor mergers to be rarer. However, major mergers are less
common than minor mergers (Fakhouri, Ma, and Boylan-Kolchin, 2010) and therefore do
not comprise the bulk of the merging population. A mass ratio of 1:4 appears to be a rea-
sonable compromise between the rarity of the galaxy merger itself and the duration of
the merger process. Additionally, in this particular simulation, a nuclear coup occurs (Van
Wassenhove et al., 2014): the nucleus of the primary galaxy is completely disrupted by tidal
forces and BH1, which is more massive than BH2, becomes a satellite and orbits around
BH2 and the nucleus of the secondary galaxy. A simple way to understand this counter
intuitive result is that the secondary galaxy interacts with a much more massive galaxy,
and is therefore greatly affected by the merger, triggering a starburst and enhancing the
central density. At the opposite, the primary galaxy does not “feel” the secondary galaxy
and is therefore not affected. Overall, the secondary nucleus becomes denser and disrupt
the one of the primary. The result of this nuclear coup is that, since, as noted above, the
dynamical friction force scales as MSatellite, the orbital decay is faster when the orbiting BH
is the most massive of the two.

We begin our zoom-in simulations at t0, where t0 corresponds to the time of the snapshot,
in the original simulation, closest in time to that of the first apocentre, in the merger phase
(see Capelo et al., 2015), when the distance between the two BHs is smaller than 1.2 kpc. In
the original simulation, t0 =1.20 Gyr after the beginning of the merger (see Capelo et al.,
2015) but, from now, we denote by t0 = 0, and evolve the system for 30 Myr in order to
capture the formation of the supermassive BH binary. We show a snapshot of our initial
conditions in Fig. 14 (left), where, clearly, BH2 (black triangle) is surrounded by a dense
nucleus whereas the nucleus around BH1 (black dot) has been partially disrupted. In the
right panel, we show the distance between the two BHs as a function of time.

2.2.2 Effect of dynamical friction

We show in this Section that dynamical friction is sufficient to explain the decay of the
orbiting BH. We calculate how the specific angular momentum, L = rv in the case of
circular orbits, where r is the distance between the two BHs and v the relative velocity
between the two BHs, varies with time. We assume that BH1 moves on circular orbits and
feels dynamical friction from a uniform background with a density varying with time. This
means that the specific angular momentum varies according to the following equation3:

dL
dt

= −4πG 2MBH1
r(t)

v(t)2
ln(Λ)ρ(t)

[
erf(X) −

2X√
π
e−X

2

]
, (62)

3 We assume the distribution function to be Maxwellian and consider only the slow moving particles from
Eq. (56).
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Figure 15: Left: Specific angular momentum as a function of time, both in the simulation (blue) and
obtained through numerical integration of Eq. (62) (orange). Right: Density profile at
t = 10Myr .

where X = v/
√
2σ and σ is the velocity dispersion around the orbiting object, set equal to

100 km s −1 by fitting the density profile of the nucleus of the secondary galaxy with an
isothermal sphere (Fig. 15, right). The orbiting BH does not accrete much material during
the simulation and its mass, MBH1, varies by less than 10 per cent during the simulation,
therefore MBH1 is set to its value at t0, i.e. 6.5× 106 M� . The quantities v(t) and r(t) are di-
rect outputs from the simulation, whereas ρ(t) is estimated from the spherical total density
profile centred on BH2 (Fig. 15, right) at the position of BH1: ρ(t) = ρ(r(t)). The Coulomb
Logarithm is set to ln(Λ) = ln

(
bmaxσ

2/G (MBH1 +m)
)
∼ 10, as m ∼ 5× 103 M� is the av-

erage mass of particles in the simulations and bmax ∼ 2 kpc , a rather arbitrary value which
does not strongly impact the final result. Finally, for the initial conditions, we take the value
of the specific angular momentum from the simulation at t0.

In Fig. 15 (left), we show the value of the specific angular momentum as a function of
time obtained through the numerical integration of Eq. (62) (orange line), together with the
actual value in the simulation (blue line). We insist on the fact that dynamical friction is not
implemented as such in the simulation, where the total force is computed using a multipole
hierarchical method but where the resolution is such that we resolve the sphere of influence
of the BH and the wake of material that dominates the dynamical friction force (see §2.3.1).
Both in the model and in the simulation, we observe a sharp decay at ∼ 17Myr , meaning
that the loss of angular momentum through dynamical friction is sufficient to make the two
bodies get close and form a binary. At this point, we stop the integration of Eq. (62) because
our model is not valid anymore: when the binary is formed, the dynamics is mainly driven
by single interactions between the two BHs (see §1.3) and not by dynamical friction. Of
course there are differences between our model and the simulations but this is expected
since the dynamics is not only driven by dynamical friction but also by local variations of
the potential, however, overall the matching is acceptable and we can safely confirm that, in
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Figure 16: Left: 2D projection of the stellar density of the initial conditions used for our simulation.
Right: 2D projection of the gas density of the initial conditions used for our simulation.

this situation at least, where the force resolution is of order the size of the wake, dynamical
friction drives the dynamics of BHs from kpc to pc scales.

2.2.3 Role of different components

Name εgas εstar εBH Description
pc pc pc

R1 1 0.5 0.25 X
R2 2 1 0.5 X
R2b 2 1 0.5 Begins at 12 Myr, BH1 shifted by 3 pc
R2c 2 1 0.5 Begins at 12 Myr, BH2 velocity increased by 20 per cent
R2d 2 1 0.5 Begins at 12 Myr, BH1 shifted by 16 pc

Table 2: Simulations performed. We vary the softening length, ε, and, in some cases make minor
changes on the BH at 12 Myr.

In the previous Section, we have shown that dynamical friction drives the dynamics of
BHs. In this Section, we answer which component between gas, stars and DM contribute
the most to dynamical friction. As dynamical friction scales linearly with the density (see
Eq.(56)) and, in the central region, within 10 pc, stars dominate in this merger remnant (see
Fig. 15, right), it seems that stars should contribute to the bulk of dynamical friction. How-
ever, in contrast to the smooth stellar density, the gas density is clumpy (Fig. 16), therefore
gas clumps could affect the dynamical evolution of BHs, sourcing random motions that can
arise through BH-clump interactions (Fiacconi et al., 2013; Roškar et al., 2015; Souza Lima
et al., 2016).
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Figure 17: Left: Potential felt by BH1 from BH2 (blue line), from gas clumps (orange line) and from
stars within 1 kpc (green line). Right: Distance betweem the two BHs as a function of
time in our simulations.

As a first test to verify the role of gas, we use the clump finder skid (Stadel, 2001) to
identify all the gas clumps within 1 kpc from BH1. Gas clumps have masses between a
few times 104 M� and 106 M� . The distribution of the mean density of clumps peaks at
∼ 102 particles cm−3, which is in very good agreement with the typical densities of giant
molecular clouds (McKee, 1999), with a small tail at higher densities (the mass fraction in
gas with density > 104 particles cm−3 is < 10%). We then estimate the potential felt by
BH1 due to (i) stars within 1 kpc from BH1, (ii) gas clumps in the same region, (iii) BH2.
We show our results in Fig. 17 (left). The potential generated by gas clumps remains at
all times at least one order of magnitude below the stellar potential and we can therefore
conclude that, in this situation at least, gas does not play an important role. We also see
that, at around 17 Myr, the potential of BH2 becomes as important as all stars within 1 kpc:
the binary has formed.

As a second test, we run the exact same simulation, but with a lower resolution (2 pc,
see Table. 2 for details) and slightly changing the orbital parameters of BHs 12 Myr after
our simulation has begun. Either the position of BH1 is shifted by 3 or 16 pc or, at fixed
separation, the speed of BH2 is increased by 20 per cent. We show the distance between
the two BHs in Fig. 17 (right). All cases are very similar, we conclude therefore that the BH
trajectory is not significantly affected by gaseous discrete perturbers.

2.3 dynamical friction in numerical codes

In the previous Sections, we have understood the physical origin of dynamical friction and
its effects onto the dynamics of BHs. In this Section, we try to understand if and how
dynamical friction can be included in numerical codes to better capture the dynamics of
BHs.
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different resolutions.

2.3.1 A minimum resolution required

As discussed in §2.1, most of dynamical friction is sourced by material closer than the
influence radius of the BH rinf, therefore, in a numerical simulation, the resolution must
be at least rinf if one wants to resolve the over-dense region, and therefore dynamical
friction (Johansson, Naab, and Burkert, 2009; Chapon, Mayer, and Teyssier, 2013; Gabor
and Bournaud, 2013).

To test this, we use the same initial conditions as described in §2.2, in which BH1 has a
mass M• = 6.5× 106 M� and moves in a medium with velocity dispersion σ = 100 km s −1,
so that the influence radius is rinf = 3pc . We run the same simulations with 4 different
resolutions: 20, 5, 2 and 1 pc (namely R20, R5, R2 and R1).

We show in Fig. 18 the distance between the two BHs as a function of time in all four
simulations. Simulations resolving the influence radius, and therefore the wake created by
the lagging material, show similar results, proving the convergence of the results, whereas
the ones with a resolution coarser than 3 pc show a different dynamics. This confirms that
the minimum required resolution to resolve the dynamical friction phase in a numerical
simulation is given by the influence radius.

2.3.2 Implementation in Ramses

In cosmological simulations, the typical resolution is ∼ 100pc − 1 kpc , much larger than
the pc-scale needed to resolve rinf for a 107 M� BH in a Milky-Way like galaxy. Therefore,
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we must remove by hand the momentum that a BH would lose through dynamical friction
if we were able to resolve the phenomenon. In this Section we first describe how we imple-
ment unresolved dynamical friction in the adaptive mesh refinement code Ramses (Teyssier,
2002, described in Appendix 6) for collisionless particles (stars and dark matter); the code
already includes a correction for dynamical friction from gas (Dubois et al., 2012, detailed
in Appendix 6).

We follow an approach similar to Tremmel et al., 2015, although we include not only the
contribution to dynamical friction from slow-moving particles (first term in Eq. (56)) but
also from fast-moving particles (second term in Eq. (56)), which can play an important role
when the density profile becomes shallow (Antonini and Merritt, 2012; Dosopoulou and
Antonini, 2017). Note that Rantala et al., 2017 adopted another approach, instead of using
a subgrid model, they massively refine around BHs to capture dynamical friction with the
gravity solver. This is more accurate (and allows to include post newtonian terms) but is
computationally more expensive and currently does not work with the hydrodynamics.

We measure all the quantities needed to estimate dynamical friction in a sphere S cen-
tered on the BH with a radius 4∆x, where ∆x is corresponds to the minimum grid size.
We chose S to be consistent with the already existing implementation for gas accretion,
feedback and dynamical friction (see Appendix 6).

According to Eq. (56), the deceleration due to dynamical friction is:

aDF = −4πG 2M•
v
v3

(ln(Λ)
∫v
0
4πu2f̃(u)du+∫∞

v
4πu2f̃(u)

[
ln
(
u+ v

u− v

)
− 2

v

u

]
du), (63)

where we denote as M• the mass of the BH, as v (with magnitude v) the relative velocity of
the BH with respect to the velocity of the background 〈v?〉, defined below in Eq. (65); ln(Λ)
is the Coulomb logarithm (expression is given in Eq. (66)); and f̃ is4:

4πu2f̃(u) =
3

256π∆x3

∑
i∈S
miδ(|vi − 〈v?〉 |− u). (64)

Here vi (with magnitude vi) is the velocity of particle i, mi is the mass of particle i and δ is
the Dirac function.

4 Note that, contrary to Eq. (56), we include m? in f̃ as particles can have slightly different masses.
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The velocity of the background, 〈v?〉, is simply the mass-weighted velocity of all particles
(except the BH) enclosed in S:

〈v?〉 =
1

M

∑
i∈S

vimi , (65)

where M is the total mass enclosed in S (excluding BHs). We stress here that the back-
ground velocity is computed for stars and dark matter separately, the reason is that dy-
namical friction assumes particles with similar masses, which is a reasonable assumptions
if we consider an ensemble of stars, or an ensemble of dark matter particles, but not if we
consider stars and dark matter particles together. Therefore we compute the contribution
from dark matter, aDF,DM, and stars, aDF,? separately.

In our case, gravity is computed self-consistently by the code outside S; therefore, the
integration over b (see §2.1) must be stopped at bmax = 4∆x if we do not want to double-
count dynamical friction. According to Eq. (57), this naturally leads to:

ln(Λ) = ln
(
v24∆x

G M•

)
(66)

= ln
(
4∆x

rdef

)
, (67)

where rdef ≡ G M• /v2 is the deflection radius, corresponding to the impact parameter
at which particles are deflected by 90◦ (see Appendix 7). Furthermore, as explained in
Beckmann, Slyz, and Devriendt, 2018, using subgrid models when resolution is sufficient
to account for dynamical friction can lead to incorrect results, therefore, if 4∆x 6 rinf (see
§2.3.1), aDF must be set to 0. In practice, as computing the velocity dispersion σ (necessary
to compute rinf) is expensive, we assume rinf ∼ rdef and the criterion used to set aDF to 0 is
4∆x 6 rdef.

2.3.3 Tests

2.3.3.1 Isolated dark matter halo

In order to compare the dynamical friction timescale with analytical estimates (Lacey and
Cole, 1993; Colpi, Mayer, and Governato, 1999; Taffoni et al., 2003), we test our implemen-
tation on a BH moving in a dark matter halo.

The dark matter halo, initialized with Dice (Perret, 2016), follows a Navarro, Frenk and
White (NFW, Navarro, Frenk, and White, 1997) profile with a total virial mass Mvir =

2× 1011 M� , a concentration parameter of 4 and a virial radius Rvir = 45 kpc , typical of
redshift 3. We set the total spin parameter to 0.04 consistent with the average spin parameter
of cosmological dark matter halos (Bullock et al., 2001), which only mildly evolves between
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z = 3 and today (Muñoz-Cuartas et al., 2011; Ahn et al., 2014). The BH mass is set to
108 M� , it is initially 5 kpc away from the center with a tangential velocity of 57 km s −1,
corresponding to to 50% of the circular velocity.

As done in Tremmel et al., 2015, we can estimate the goodness of the method by compar-
ing it to the analytical estimate of the “sinking time”, τDF, defined as the time it will take
for a satellite to sink to a target, using Eq. (12) from Taffoni et al., 2003:

τDF = 0.6
r2cvc

GMs
log−1

(
1+

Mvir

Ms

)(
J

Jc

)α
(68)

' 1.4Gyr
(

rc

100pc

)2 ( vc

10 km s −1

)(104 M�
Ms

)
×

log−1

(
1+

Mvir

Ms

)(
J

Jc

)α
, (69)

where Mvir is the virial mass of the target, vc is the circular velocity at the virial radius, G
the gravitational constant, rc is the radius at which a test particle moving in the potential of
the target has the same energy as the satellite, Ms is the mass of the satellite, J is the specific
angular momentum of the satellite in the frame of the target, Jc is the specific angular
momentum of circular orbit at rc and α depends on Ms, Mvir, Rvir and rc and is given by
Eq. (15) from Taffoni et al., 2003. In this case, the target is the halo and the satellite is the
BH. Using this approach, we find that the BH should sink in the potential well of the halo
in 600Myr .

We perform two simulations which only differ by the presence (PD), or not (NoDrag), of
our subgrid model for dynamical friction on the BH. In both cases, the size of the box
is 100 kpc , slightly larger than 2Rvir and we allow refinement from levels 7 to 11, lead-
ing to a maximum physical resolution of ∆x = 50pc , similar to what simulations reach
in cosmological zooms (Dubois, Volonteri, and Silk, 2014). The deflection radius varies
between 10 and 100 pc: it is at best resolved by 2 cell elements, therefore dynamics is gen-
erally not treated properly and dynamical friction must be added ad hoc with our subgrid
model when necessary. Refinement is done using a quasi-Lagrangian criterion: a cell is re-
fined if its mass exceeds 8×mDM, where mDM is the mass of dark matter particles, and
we refine at maximum level up to 4∆x around the BH. We set the mass of dark matter
particles to 105 M� , in good agreement with the value suggested by Power et al., 2003:
mDM =Mvir (Rvir/∆x)

−2
∼ 2× 105 M� .

We show in Fig. 19, for both simulations, the distance between the BH and the center of
the halo; we also include for comparison the analytical estimate given by Eq. (69). The result
is quite clear and in agreement with Tremmel et al., 2015: adding unresolved dynamical fric-
tion contributes to recover sinking times estimated analytically. In the following Section, we
set up a more realistic problem where a BH sinks in a galaxy including not only dark mat-
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Figure 19: Distance of the BH to the center of the halo as a function of time. The vertical dashed
line is the analytical estimate of the total sinking time from Taffoni et al., 2003. With our
prescription, the sinking time is much shorter than without and in very good agreement
with the analytical estimate. The resolution in these simulations is 50 pc and the BH to
dark matter mass particle ratio set equal to 1000.

ter but also gas, stars and many associated processes (cooling, star formation, supernovae
feedback; see Appendix 6).

2.3.3.2 Isolated galaxy

We run a suite of simulations (see Table 3) of a BH sinking in the potential well of an ideal-
ized isolated galaxy. Our suite contains low-resolution (∆x = 50pc ) simulations, similar to
what high-resolution zoomed cosmological simulations can reach today. Thus it is a good
test to see how our implementation will act in this context. Contrary to the dark matter
halo case, we do not have analytical estimates to provide a benchmark. To overcome this
issue, we run a high resolution test (∆x = 1pc ) to perform the comparison. The setup is
chosen such that, with 50 pc resolution, during the sinking, the deflection radius, is not
always resolved (see Fig. 20). In this case, dynamics is not properly treated and dynamical
friction must be added ad hoc with our subgrid model. Conversely, with 1 pc resolution
the deflection radius is always resolved during the sinking and dynamical friction is well
captured by the gravity solver of Ramses, thus providing the correct dynamics.

We initialize with Dice an ideal galaxy at redshift 3 with a total virial mass of 2× 1011 M�
and a spin parameter of 0.04. The galaxy is composed of four components.
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Name Dynamical friction ∆x

pc

NoDrag none 50
GnB_nPD gas 50
GnB_PD gas+stars+dark matter 50
HR none 0.76

Table 3: Different simulations performed for the isolated galaxy test, with their name and the use,
or not, of our new model, and resolution of the simulation.

• A dark matter halo with a mass of 1.95× 1011 M� , slightly lighter than in §2.3.3.1. It
has a virial radius of 45 kpc and the density follows a NFW profile with a concentra-
tion parameter of 4.

• A gas disk with a total mass of 2.4× 109 M� . The density follows an exponential disk
+ sech-z profile with a scale radius of 1.28 kpc and an aspect ratio of 1:10 (Spitzer,
1942). We impose an initial constant absolute metallicity and temperature of 10−3 and
105 K , respectively.

• A stellar disk with a total mass of 1.6× 109 M� . The density follows an exponential
disk + sech-z profile with a scale radius of 1.28 kpc and an aspect ratio of 1:10. We im-
pose an initial constant absolute metallicity of 10−3. Additionally, to avoid unphysical
initial starbursts regularly found in ideal simulations (Capelo et al., 2015), we give an
age distribution to stellar particles to mimic a 5 M� yr −1 star formation rate.

• A stellar bulge with a total mass of 8× 108 M� . The density follows a Hernquist pro-
file (Hernquist, 1990) with a scale radius of 0.128 kpc . We impose a constant absolute
metallicity of 2× 10−4 (5 times smaller than in the disk to mimic the older age of stars
in the bulge). Similarly, we give an age to stellar particles to mimic a 0.5 M� yr −1 star
formation rate.

In the low-resolution simulations (50 pc), the mass of dark matter particles is set to
106 M� and that of star particles to 2× 104 M� . In the high resolution simulations (1 pc)
the mass of dark matter particles is set to 5× 104 M� and that of star particles to 2× 103 M� .
In both cases the size of the box is 100 kpc and we allow for refinement from levels 7 to 11
in the low resolution simulations and from 7 to 17 in the high resolution one, refining the
mesh when Mcell

DM + 10Mcell
b > 8mDM, where Mcell

DM and Mcell
b are, respectively, the mass of

dark matter and baryons in the cell. Maximum refinement is enforced within 4∆x around
the BH.

After initializing this galaxy, we switch on cooling, star formation, supernovae feedback
(see Appendix 6) and let the galaxy relax for 100 Myr. At that point, a BH with mass 107 M�
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Figure 20: Deflection radius (solid line) and resolution of the different simulations (dashed lines) of
idealized isolated galaxies. In the low-resolution case (blue and green lines) the deflection
radius is not always resolved, leading to incorrect dynamics of the BH and the need to add
unresolved dynamical friction. In the high resolution run (black line) the deflection radius
is always resolved and dynamical friction is self-consistently captured by the gravity
solver. All quantities shown as a function of time.

0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
Time (Gyr)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Di
st

an
ce

 (k
pc

)

NoDrag
GnB_nPD
GnB_PD
HR

Figure 21: Distance of the BH to the center of the galaxy as a function of time and resolutions of
the different simulations (dashed lines). The good behavior of our model is confirmed by
the agreement between the solid green curve (low resolution, use of our model) and the
solid black one (high resolution).
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Figure 22: Different simulations performed to test the effect of reducing the mass ratio between the
BH and dark matter particles. We indicate the use (PD) or not (NoDrag) of our prescription
for dynamical friction. If the BH mass is similar to the dark matter particle mass, the
efficacy of the model becomes limited.

is placed in the z = 0 plane, 1 kpc from the center and with a tangential velocity of 21 km/s,
corresponding to 30% of the circular velocity. Accretion and feedback from the BH are not
included in order to keep the BH mass constant and isolate the effects of dynamical friction.
We include dynamical friction with different implementations: from collisionless particles
and gas, or only from gas. The simulation properties and set-up are summarized in Table
3.

We show in Fig. 21, for all our simulations, the distance between the BH and the center
of the galaxy as a function of time. We first stress the difference between low resolution
simulations with gravity only, i.e. without including the dynamical friction model (NoDrag,
blue line), and the simulations at high resolution where the deflection radius is resolved
(HR, black line). In agreement with the results of Pfister et al., 2017, resolving at least the
deflection radius is mandatory to properly capture the dynamics of the BH in the dynamical
friction phase. The use of gas dynamical friction as it was already implemented in Ramses

(GnB_nPD, red line), helps in driving BHs toward the center but is clearly not enough.
The simulation where the influence radius is not always resolved, but in which we in-

clude sub-grid dynamical friction from gas, stars and dark matter following our implemen-
tation (GnB_PD, green line), is in excellent agreement with the high resolution simulation (HR,
black line), confirming the good behavior of our model in a realistic, although idealized,
galaxy.

2.3.3.3 Limits of the model: low mass black holes

In this Section we explore the limits of our implementation when a BH has a mass so
low that two-body interactions with star and dark matter particles significantly perturb its
dynamics (see §4.1.3).
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M•/mDM d0 v0 τDF

kpc km s −1 Gyr

10 2 8.2 2.38
1 1 6 5.26

Table 4: Different simulations we perform to test the limits of our model in terms of particle mass
ratio. We indicate the different mass ratio between the BH and dark matter particles, the
initial distance of the BH from the center of the halo, the initial velocity of the BH and the
analytical estimate for the time the BH should take to reach the center of the halo from
Taffoni et al., 2003. In all cases, we run a simulation with (PD) and without (NoDrag) our
model.

We run simulations similar to those described in §2.3.3.1 but decreasing the mass of the
BH down to the mass of dark matter particles (mDM = 105 M� ). To contain computational
costs, we also change the orbital parameters of the BH such as the analytical estimates from
Taffoni et al., 2003, τDF, remains a few Gyrs. We list the parameters of the simulations in
Table 4.

We show in Fig. 22 the distance of the BH to the center of the halo as a function of time.
It is clear that our model works very well when BHs have a mass larger than 10 times
the mass of particles causing dynamical friction. If the mass of the BH is similar to that of
particles causing dynamical friction, however, it is scattered through two-body interactions
and the model becomes less reliable, as also noted by Tremmel et al., 2015.
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Here is a summary of the results presented in this Chapter:

• We presented dynamical friction and detailed the analytical calculations to obtain
the resulting deceleration of BHs surrounded by stars and dark matter.

• We showed that this process is the main driver of the dynamics of BHs from kpc
to pc scales.

• We showed that in order to capture dynamical friction in numerical simulations,
the influence radius of BHs have to be resolved. As this is usually not the case
in cosmological simulations, we presented a subgrid model for the code Ramses

which corrects the dynamics of BHs by adding unresolved dynamical friction.





3
F R O M G A L A X Y PA I R S T O
B L A C K H O L E M E R G E R S

In this Chapter we follow the dynamics of BHs initially in galaxies separated by hundreds
of kpc, until a binary BH forms. This binary may merge, or not, emitting detectable gravita-
tional waves. A noted in §1.3, this journey to cross these 8 orders of magnitude in separation
can be very long, and is still poorly understood. We first study this problem from an obser-
vational perspective: what is the probability that two galaxies observed as neighbours in
the sky merge? This is important as a galaxy merger is the first step before the formation
of a binary BH. We then proceed with a high-resolution cosmological simulation zoom, in
which we follow BHs in a cosmological context down to redshift 4.

This Chapter is based on the following papers:

1. Pfister and Dotti, in prep

2. Pfister et al., 2019a

45
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3.1 a catalog to understand properties of merging pairs

Mergers of massive galaxies are the natural path to the formation of massive BH pairs and
binaries (see §1.3). They have been explored thoroughly from a theoretical point of view,
both analyzing and post–processing the outcomes of coarse but large cosmological simu-
lations (Steinborn et al., 2016; Volonteri et al., 2016), as well as higher resolution isolated
mergers starting from idealized initial conditions (Capelo et al., 2015).

On the observational side, samples of galaxy pairs and dual AGNs have been compiled
starting from a variety of data at different wavelengths. A widely used technique to select
two galaxies as a physical pair if their relative projected distance (d) and redshift difference
(∆z) are smaller than given thresholds dth and ∆zth. As an example of the results obtained,
a net increase in single and dual AGNs activity has been found at decreasing projected
separations between galaxy pairs (Kocevski et al., 2012; Goulding et al., 2018). A fraction
of the selected pairs, however, could have very large real 3D separations so that the two
galaxies in the pair are actually in isolation, and will not merge, nor interact, within a
Hubble time. Vice versa, some real bound galaxies, that are fated to merge within 10 Gyr
could be excluded from the sample, lying just outside the thresholds dth and ∆zth.

We take full advantage of the results of the HorizonAGN cosmological simulation (Dubois
et al., 2014) to build mock catalogues of galaxy pairs and determine the best values of dth

and ∆zth to select galaxies which will merge.

3.1.1 Simulated data

We use the data from the HorizonAGN simulation (Dubois et al., 2014). This is one of the
largest hydrodynamical cosmological simulation available, it is about 140 Mpc side at z = 0.
It has been run with the cosmological code Ramses and it contains galaxy formation subgrid
physics (star formation, supernovae, BH accretion and feedback, cooling; see Appendix 6).
This simulation reproduces many properties of real galaxies (Laigle et al., 2017; Kaviraj
et al., 2017), therefore we can use it to produce mock catalogs, from which we can obtain
realistic thresholds observers could use to better post-process observations.

3.1.1.1 Galaxies in the lightcone

A lightcone has been produced while the simulation was running, from this cone mock
images can be produced (Fig. 23). The lightcone is produced using the method from Pichon
et al., 2010 sketched in Fig. 24 (left). Laigle et al., 2017 extracted galaxies from this lightcone
and produced a catalog containing the following information for each galaxy:

• stellar mass M;

• star formation rate SFR;
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Figure 23: Simulated composite image from the HorizonAGN simulation made using the lightcone.
Taken from Kaviraj et al., 2017.

• location on the sky with right ascension and declination;

• true redshift, ztrue, corresponding to the time at which the galaxy exists, i.e. the time
of the snapshot in which the galaxy is. This is directly measured in the simulation;

• observed redshift, z, corresponding to the redshift an observer would measure, which
takes into account the doppler shift and the Hubble flow. From now on, we drop the
“observed”, simply referring to “the redshift”.

3.1.1.2 Galaxies in the box

Galaxies in the box have been identified with AdaptaHOP (Aubert, Pichon, and Colombi,
2004). The algorithm detects gravitationally bound structures containing at least 50 stellar
particles, therefore having a minimum mass of 108 M� . Using again the sketch in Fig. 24
(left), the blue, red, green, grey and yellow dots (galaxies) are now identified both in the
box and in the lightcone. However, initially, galaxies in the lightcone and in snapshots are
not matched. This matching is important because, for galaxies in the lightcone, similarly to
galaxies in the sky, we have only an image at one particular time. Galaxies in the box are
instead evolved from z = 100 down to z = 0, therefore we know their history. Laigle et al.,
2017 associated each galaxy that can be observed in the lightcone to a galaxy in the box,
connecting the “observational view” to how a galaxy actually evolves over cosmic time.
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Figure 24: Left: Sketch of the construction of a lightcone. Squares on the top panel represent the

simulated box, which is evolved in time (see Appendix 6). Slices of the box are stored at
each timestep and are then stacked to form the lightcone (bottom panel). Note that some
galaxies are present at all time in the box, but not in the lightcone, and that some galaxies
(the black one here) can be in the box without being in the lightcone. Right: Merger
tree associated with the simulation sketched, some galaxies merge (blue-red pair), some
remain isolated for a long time (yellow, black and green) and some “dissolve” as they
have no child identified (grey).

3.1.1.3 Merger tree

The merger tree of galaxies in the box has been produced with TreeMaker (Tweed et al.,
2009), galaxies containing particles with the same ID at different times are matched to form
the history of each galaxy. With this we can follow galaxies from their birth down to z = 0,
as sketched in Fig. 24 (right).

3.1.2 Building the catalog

With all the data presented in the previous Sections, for a pair of galaxies in the lightcone,
we have a pair of galaxies in the box, which we can follow down to z = 0 with the merger
tree to see if they merge, or not, and how long it takes if it is actually the case. We select all
the pairs (in the cone) fulfilling the following criteria:

• For the two galaxies, 0.05 < z < 1;

• For the primary galaxy (the most massive in the pair), 109 < Mpri / M� < 1011;

• For the mass ratio between the two galaxies, q, i.e., the ratio between the mass of
the secondary galaxy (the less massive in the pair) and the mass of the primary,
1/10 < q < 1;
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• For the projected distance between the two galaxies, d, measured at the redshift of
the primary galaxy assuming a ΛCDM cosmology with Planck parameters (Planck
Collaboration et al., 2016), d < 5Mpc ;

• For the redshift difference between the two galaxies, ∆z < 0.05.

We end up with 4.3× 108 pairs of galaxies, for which we know the following observa-
tional quantities: the mass of the primary and mass ratio,Mpri and q, the redshift difference,
∆z, the projected distance, d, and their SFR, SFRpri and SFRsec . We also know the associ-
ated pair in the snapshots, which we can follow in the merger tree. We use the sketch in
Fig. 24 (right) to list the possible cases:

1. The two galaxies live at the same time, i.e. they are in the same snapshot. We can
then follow their history thanks to the merger tree and see if the two galaxies merge,
and how long it takes ( τmerger ). For instance, the blue-red pair merges, while the
blue-green pair has not merged by z = 0.

2. The two galaxies do not live at the same time, i.e. they are not in the same snapshot.
We then follow the history of the the galaxy with higher redshift until the two galaxies
are at the same snapshot, and then apply case 1. For instance we would trace the blue
galaxy in the blue-grey pair until time t+ dt and then apply case 1. In this particular
example, an additional feature happens: the grey galaxy “dissolves”, this can happen
if the galaxy looses enough stars, or is so perturbed, that it is not recognized by
AdaptaHOP in one snapshot. As it is difficult to differentiate between a numerical and
a physical disruption, pairs in which a galaxy “dissolves” are discarded.

3.1.3 Validating the catalog

To confirm that our catalog is coherent with previous studies, we perform a similar anal-
ysis as done for Fig. 2 in Snyder et al., 2017: at a given redshift zpri for the primary,
we estimate how many pairs fulfill the criterion observers use to define a merger, i.e.
∆z < 0.02(1 + zpri ) = ∆zth and d < 75 kpc = dth. Given this selection process, we can
count how many selected pairs actually merge (true positive TP) and how many selected
pairs actually do not merge by z = 0 (false positive FP). From this, we compute the purity
P in [0, 1], corresponding to the fraction of selected pairs that actually merge:

P =
TP

TP+ FP
. (70)

We show our results in Fig. 25. Similarly to Snyder et al., 2017, we find that, for zpri < 1,
about 50% of the pairs selected with ∆z < 0.02(1+ zpri ) = ∆zth and d < 75kpc = dth will
not have merged by z = 0. This confirms the robustness of this results, the goodness of



50 from galaxy pairs to black hole mergers

0.5 0.6 0.7 0.8 0.9
zpri

0

500

1000

1500

2000

#

Number of pairs
Number of pairs merging by z = 0

0.0

0.2

0.4

0.6

0.8

1.0

fra
ct

io
n 

m
er

ge
d 

by
 z

=
0 

(P
)1010.5 < Mpri/M < 1011

z < 0.02(1 + zpri)
d < 75 kpc
q > 1/4

This catalog (P)
Snyder+17

Figure 25: Left axis, histograms: Total number of seletected pairs (blue) and number of pairs actu-
ally merging by z = 0 (orange). We show in the top left corner the criterion to define a
pair. Right axis, markers: purity of the selection in our catalog and in Snyder et al., 2017.

our catalog, and at the same time, shows that there is room from improvement in detecting
true mergers from galaxy pairs (Cibinel et al., 2015; Snyder et al., 2017).

3.2 optimal parameters for detecting mergers

In this Section, we study how to obtain the best thresholds to use to detect real merg-
ers in galaxy catalogs. From now on, we will not consider the “number of pairs which
have merged by z = 0”, since it is not representative of the instantaneous merger rate,
we consider instead the “number of pairs which merge within 3 Gyr”, meaning that
τmerger < 3Gyr . Note that for pairs with z < 0.25, the time left before z = 0 is less than
3 Gyr, in that case we consider indeed “pairs which have merged by z = 0”. This value
of 3 Gyr is rather arbitrary but is in agreement with typical merger timescales obtained in
numerical simulations (Capelo et al., 2015).

3.2.1 Two extreme cases

We first begin by showing in Table 5 two specific examples from our catalog, two pairs,
with, in both cases, two galaxies very close in redshift space (∆z . 10−3) but, in one case,
the two galaxies are far given the projected threshold usually used (projected distance d is
380 kpc ) and, in the other case, they are close (37 kpc ). Nonetheless, given our definition
of “merger”, the close pair does not merge whereas the distant one does. The reason is the
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Pair ID zpri Mpri Msec d ∆z τmerger

1010 M� 1010 M� kpc 10−4 Gyr

6609818 0.6994 1.245 0.966 380 4 0.491
8353489 0.7542 1.554 0.503 37 2 6.427

Table 5: Two “extreme” pairs, 6609818 which merges rapidly and 8353489 which merges slowly
given their properties.

following. Assuming that the secondary galaxy is on a circular orbit at distance r, it should
sink in the potential well of the primary galaxy in a time given by Eq. (69), this yields:

τmerger ∝
r2vc,pri

Msec
(71)

where vc,pri is the circular velocity at the radius of the primary galaxy. We also have the
classical mass ( Mpri ) – radius (Rpri) and velocity – enclosed mass – radius relations:

Mpri =
4

3
πR3priρ̃ (72)

vc,pri =

√
G Mpri

Rpri
, (73)

where ρ̃ is the mean density in the galaxy. Combining all the equations above, we find:

τmerger ∝ Mpri
1/3 Msec

−1r2 . (74)

Consequently, using simple thresholds on projected distance and redshift difference cannot
be 100% accurate, other quantities, such as the masses, should be used (see §3.2.4).

3.2.2 Goodness of the detection method

To compare two selection methods, and judge which one is the best, we need a metric. In
§3.1.3 we defined the true positive (TP), the true negative (TN) and the purity (P) which
gives the fraction of selected pairs which merge. Despite appearances, purity only is not
a good metric, as a very restrictive threshold (very small dth and ∆zth) would result in
a purity of 100%, but would miss many true mergers. This is why we also consider the
completeness C in [0, 1] corresponding to the fraction of true mergers not selected:

C =
TP

TP+ FN
, (75)

where FN (false negative) corresponds to the number of true mergers not selected.
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Clearly, purity and completeness vary in opposite directions: if the thresholds are very
restrictive, as we already said, purity will be high, but completeness will be low. Conversely,
if the thresholds are loose, completeness will be high and purity low. For this reason, we
need a combination of P and C or, similarly, of TP, TN, FN and TN, where TN (true negative)
corresponds to the number of non mergers non selected. For this purpose, we use both the
Matthews correlation coefficient1, MCC (Matthews, 1975), and the F1 score, defined as:

2MCC− 1 =
TP× TN− FP× FN√

(TP+ FP)(TP+ FN)(TN+ FP)(TN+ FN)
(76)

(77)

F1 = 2
P×C
P+C

. (78)

The values ofMCC and F1 are in the range [0, 1], 1 meaning that the algorithm gives perfect
predictions.

3.2.3 Dependence on dth and ∆zth

In this section, we vary ∆zth and dth and, for each value, we compute the purity, the
completeness, the MCC and the F1 score. We show our results in Fig. 26.

In the top panels, we show the MCC and the F1 score given the thresholds used. We
marked with a dashed-black line when those metrics are at maximum. Results are similar
for both cases: ∆zth = 10−3 and dth = 100 kpc . Interestingly, the value of 100 kpc is similar
to the threshold used by observers, and it is of the order of magnitude expected: galaxies
separated by 10 kpc are very likely to undergo a merging process (we remind that the
radius of the disc of the Milky-Way is 10 kpc); similarly, 1000 kpc would correspond to
very distant, probably non interacting, pairs. The value of 10−3 for the redshift difference,
achievable with current photometric redshift (Pasquet et al., 2019), is however about one
order of magnitude lower than the threshold usually chosen, typically 10−2(1+ zpri ). Note
that, the best thresholds gives F1 ∼ MCC = 0.6, P = 0.54 and C = 0.7. This confirms our
first guess of §3.2.1: using only d and ∆z is too degenerate to properly distinguish between
mergers and non mergers.

For various reasons (bad weather conditions, small field of view, outdated instrument
etc...), a galaxy catalog made with real observations could not achieve the optimal thresh-
olds for projected distance or redshift difference. In this situation, it can be interesting,
given the limiting thresholds in redshift difference and projected distance of the catalog, to
statistically correct the number of pairs which will merge, in order to infer the merger rate
for instance. It is with this goal in mind that we produced the two bottom panels in Fig. 26,
showing purity (P) and completeness (C) for different ∆zth and dth. For a number Nobs of

1 We slightly modify the definition so that MCC is in the range [0, 1].
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pairs selected with the thresholds ∆zth and dth, the number of true mergers (TP) should
be:

TP = P(dth,∆zth)Nobs . (79)

Similarly, given the corrected number of true mergers, one can use the completeness to
obtain the total number of mergers:

Nmergers =
TP

C(dth,∆zth)
(80)

=
P(dth,∆zth)Nobs

C(dth,∆zth)
. (81)

We stress here that the corrections suggested here are statistical corrections. An imme-
diate caveat of the method is that we still do not know, for a given pair, if it will merge
or not, as d and ∆z do not contain enough informations. In the following Section we also
consider the mass of the primary, with the idea that adding this information will help in
getting more accurate results.

3.2.4 Dependence on Mpri

As explained in §3.2.1, the time needed for a merger of two galaxies of mass Mpri and Msec ,
scales with the two masses as:

τmerger ∝ Mpri
1/3 Msec

−1r2 (82)

∝ Mpri
−2/3q−1r2 , (83)

where we introduce the mass ratio q = Msec /Mpri . In our catalog, q is in the interval [0.1, 1]
at all Mpri , therefore, at fixed distance between two galaxies, we expect a dependence of P
and C with Mpri .

We select pairs with ∆z < 10−3 = ∆zth (our best estimate from §3.2.3) and with
Mmin < Mpri < 10

11 M� , Mmin varying between 109 and 1010.5 M� . We then compute
the purity and completeness as a function of the maximum projected distance dth. We show
an example in Fig. 27 (left). Given the simplicity of the curves, we fit them with sigmoid-like
functions:

P(d,Mmin) =
P0(Mmin)

2

[
tanh

(
−αP(Mmin) log10

(
d

d0,P(Mmin)

))
+ 1

]
(84)

C(d,Mmin) =
C∞(Mmin)

2

[
tanh

(
αC(Mmin) log10

(
d

d0,C(Mmin)

))
+ 1

]
, (85)
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Figure 26: Effects of the cuts on redshift difference ∆z and projected distance d for estimating the
fraction of pairs merging within 3 Gyr. Top left: F1 score. Top right: MCC. Bottom left:
Purity. Bottom right: Completeness.
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all fitting coefficients being positive. As these curves are flat both at infinite and null d,
d0,P and d0,C can be interpreted as the typical projected distance at which the variation
between these two plateau occurs; αP and αC can be interpreted as the steepness of this
variation (the larger the closer to a step function); P0 can be interpreted as the purity when
the distance is much smaller as d0,P and C∞ as the completeness when the distance is much
greater than d0,C.

Regarding the completeness, the values of (C∞,αC,d0,C) are rather independent ofMmin,
with variation of less than 4%, and (C∞,αC,d0,C) ∼ (1, 2, 78 kpc ). Regarding the purity,
while αP varies by only 4% (αP ∼ 1.88), P0 and d0,P vary respectively by 9 and 17%. We
report in Fig. 27 (right) P0 and d0,P as a function of Mmin and fit these quantities with a
power law. Similarly to what presented in §3.2.3, these numbers can be used to statistically
correct the number of true mergers in galaxy pairs catalogs.

In §3.1 and §3.2, we determined the fate of two distant galaxies observed in the sky. We
determined the best thresholds to use to detect galaxies which will merge, and provided
numbers to statistically correct the results of catalogs of real galaxies. Once the two galaxies
have merged, as explained in Chapter 1, the two central BHs may find themselves in the
center and form a binary. In the following we use numerical simulations to study the
dynamics of BHs during and following galaxy mergers.

3.3 dynamics of black holes in a cosmological context

3.3.1 Numerical set-up

We run a suite of cosmological simulations, with the code Ramses. Instead of running an en-
tire box, we select a halo and put all our computational effort on this halo, this allows to ob-
tain a reasonably good resolution, with a cosmological context and an affordable computing
time, this is called a “zoom”. As we are interested in understanding the evolution of BHs
in typical galaxies, we chose a halo with a minor/major merger rate comparable with the
typical minor/major merger rate of halos in the mass range obtained by Fakhouri, Ma, and
Boylan-Kolchin, 2010 (see §3.3.1.1). The physics included in these simulations is described
in Appendix 6, and we include or not our prescription for dynamical friction described in
§2.3.2. Regarding the refinement strategy, we refine if Mcell

DM + (Ωm/Ωb − 1)M
cell
b > 8mDM,

where MDM and Mcell
b are, respectively, the mass of dark matter and baryons in the cell,

and Ωm and Ωb are the total matter and baryon density. The minimum cell size, ∆x is
kept roughly constant in proper physical size with redshift: an additional level of refine-
ment is added every time the expansion factor, aexp, decreases by a factor of two, such that
the maximum level, lmax, is reached at aexp = 0.8. For simplicity, we further assume that
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Name Particle ∆x ∆xDM m? mDM M•
dynamical friction pc pc M� M� M�

LR_PD_BH1e4 3 72 2300 2× 104 2× 106 104

MR_PD_BH1e4 3 36 2300 2× 104 2× 106 104

HR_PD_BH1e4 3 9 572 2× 103 2× 105 104

HR_nPD_BH1e4 7 9 572 2× 103 2× 105 104

HR_PD_BH1e5 3 9 572 2× 103 2× 105 105

HR_nPD_BH1e5 7 9 572 2× 103 2× 105 105

Table 6: Properties of the suite of cosmological simulations performed with the use, or not, of our
model for dynamical friction described in §2.3.2. Spatial/mass resolution of the simulation.
Initial mass of BHs.

∆x = Lbox/2
lmax , where Lbox is the size of the box at redshift z = 0. The specifications of

each simulations are described in Table 6.

3.3.1.1 Initial conditions

We assume a ΛCDM cosmology with total matter density Ωm = 0.3089, baryon density
Ωb = 0.0486, dark energy density ΩΛ = 0.6911, amplitude of the matter power spectrum
σ8 = 0.8159, ns = 0.9667 spectral index and Hubble constant H0 = 67.74 km s −1 Mpc −1

consistent with the Planck data (Planck Collaboration et al., 2016). The initial conditions
are produced with Music (Hahn and Abel, 2013). The box size of the simulations is Lbox =

73.8Mpc , with a coarse grid of 2563 dark matter particles corresponding to a dark matter
mass resolution of mDM,coarse = 3× 109 M� . A high-resolution region is defined around a
halo of Mvir = 1012 M� at z = 2 that contains only high-resolution dark matter particles
(see Table 6 for the mass of high-resolution dark matter particles in each simulation) within
2 × rvir (rvir = 100 kpc ). The halo is a progenitor of a group of galaxies whose mass is
Mvir = 7× 1012 M� at z = 0.

3.3.1.2 Finding halos and galaxies

We construct catalogues of haloes and galaxies using the AdaptaHOP halo finder (Aubert,
Pichon, and Colombi, 2004), which uses an SPH-like kernel to compute densities at the
location of each particle and partitions the ensemble of particles into sub-haloes based on
saddle points in the density field. Haloes contain at least 200 dark matter particles. Galaxies
are identified in the same way, and contain at least 200 stellar particles. We then construct
a merger tree for halos and galaxies with TreeMaker (Tweed et al., 2009).
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Figure 28: Top left: stellar density (black: 10−4 M� pc −3, white: 1M� pc −3), centered on the main
galaxy with a 80 comoving kpc box size, of LR_PD_BH1e4. Top right: MR_PD_BH1e4. Bottom
left: HR_PD_BH1e4. Bottom right: HR_PD_BH1e5. The panels show the exact same galaxy
at the same time to highlight the effects of resolution. In section 3.3.2 we discuss the
dynamics of a BH in the satellite galaxy on the top-left corner of each panel (the BH is
highlighted in red and its ID is 2 in the four panels). In section 3.3.3 we discuss instead
the interaction between this BH and the main BH in the central galaxy (also highlighted
in red, and its ID is 1 in the four panels).
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3.3.1.3 Estimate of the sinking time

As done in §2.3.3.1, we consider the “sinking time”, τDF, defined as the time it takes for a
satellite to sink to a target, using Eq. (69). To compute τDF for a BH in its own galaxy (§3.3.2),
we consider that the satellite is the BH, for which we have the dynamical properties, and we
consider that the target is the galaxy, for which we compute the different properties with
the halo finder.

To compute τDF for a BH during a galaxy merger (§3.3.3), we have to take into account
that Ms evolves. Initially, the BH is surrounded by its own galaxy, which is itself sur-
rounded by a halo, and it is the system BH+galaxy+halo that undergoes dynamical friction.
Therefore, we must match BHs to galaxies and galaxies to halos to have the corrected satel-
lite mass, i.e. Ms is similar to the mass of the halo.

In a second phase, the dark matter halo and outer stellar layers of the secondary galaxy
disperse into that of the primary, and the BH remains surrounded only by a fraction of
the initial stellar mass, and we identify the evolving Ms via the halo finder. Finally, the BH
remains naked, and Ms is the BH mass. To give an order of magnitude for this final phase,
in the early universe, where galaxies have velocity dispersion as small as tens of km s −1,
unless the BH is very massive (& 105 M� ), or surrounded by a bound dense stellar cluster,
acting as if MSatellite is larger, the sinking time is longer than Gyr if the distance to the
center if larger than ∼ 100pc , which is likely to be the case if the BH is scattered due to
anisotropies of the galaxy, either when it is in isolation or during mergers.

3.3.2 Dynamics of a seed black hole in its own galaxy

We focus on a satellite galaxy which merges with the main galaxy when the age of the
Universe is about 1 Gyr. In Fig. 28 we show snapshots at the beginning of the interaction
between the main galaxy, on which the figure is centered, and the satellite, to the top left of
the main galaxy. This satellite hosts a BH and we study its dynamics while the galaxy is in
relative isolation. This case is interesting because it explores the prospects for a seed BH to
remain surrounded by dense cold gas available for growing the BH and make it observable
as a faint AGN.

We start by studying how the different sources of friction (dark matter, stars and gas)
contribute to the dynamical evolution. Fig. 29 presents the density in gas and stars around
the BH (we do not include dark matter since its contribution is negligible). Gas is more
chaotic than stars, but stars themselves do not provide a constant acceleration because they
are also irregularly distributed. Beyond the sheer inhomogeneity, gas can shock, cool, inflow
and outflow making its dynamical friction contribution unpredictable a priori. The presence
of satellites also perturbs the BH orbit when it is far from the center, see Fig. 28: in a typical
high-redshift environment a BH feels acceleration coming from different directions.



3.3 dynamics of black holes in a cosmological context 59

0.4 0.6 0.8 1.0 1.2
time (Gyr)

10 3

10 2

10 1

100

101

102

103

104

 (M
/p

c3 )

LR_PD_BH1e4
MR_PD_BH1e4
HR_PD_BH1e4

HR_PD_BH1e5
HR_nPD_BH1e4
HR_nPD_BH1e5 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3

time (Gyr)
10 2

10 1

100

101

102

103

104

105

106

107

/
ga

s

Figure 29: Left: mean stellar density within 4∆x around the BH in the satellite galaxy, as a function
of time for a subset of the simulations listed in Table 6, as noted in the inset. Right: ratio
of the stellar density and gas density within 4∆x around the satellite BH, as a function of
time.

Moving to how this affects the BH’s orbits, we show τDF as a function of time in the
right panel of Fig. 30, computed for the different simulations, using the method described
in §3.3.1.3. We also show in the left panel of Fig. 30 the distance of the BH to the center of
its host galaxy.

Firstly, we find that, as long as the seeding mass of the BH is 104 M� , all the simulations,
independently of the resolution and the different models used for the BH dynamics, show
a similar trend: the sinking time is, at least, 1-10 Gyr. Since in all cases vc slowly increases
from 7 to 30 km s −1 and M• remains close to the BH seed mass, the reason of this large
τDF is the dependency of the sinking time with the distance of the center of the galaxy,
which is shown in the left panel of Fig. 30. Even in HR_PD_BH1e4 and HR_nPD_BH1e4, where
the BH is 5 times heavier than the star particles (those mostly contributing to the dynam-
ical friction here) and forms at ∼ 70pc from the centre, it is rapidly ejected and remains
hundreds of pc away from the centre. Clumps and anisotropies are observed both in the
stellar and gas central distributions. Due to such irregularities in the underlying galaxy,
the BH undergoes a physically-motivated random walk out of the centre of the potential
well, as it also happens in lower redshift dwarfs (Bellovary et al., 2019). When the BH is
more massive, 105 M� , it remains in the center of its host, with a sinking time less than 100
Myr. 105 M� seems therefore to be the minimum requirement to imagine that a BH is well
stabilized in the center of its host. BHs with masses lower than 105 M� are scattered within
the galaxy due to irregularities of the gas/stellar potential and oscillate around the center
of their host galaxies, remaining far from the dense gas regions, therefore we expect them
to have low accretion rates (Smith et al., 2018) and be difficult to observe.
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Figure 30: Left: distance of the BH from the center of its host galaxy, before interaction with another
larger galaxy, as a function of time for all simulations listed in Table 6. Right: sinking
time τDF for the secondary BH with respect to its host galaxy, computed using Eq. (69)
(replacing Ms by the mass of the BH in this equation), as a function of time.
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Figure 31: Left: distance of the BH originally in the satellite galaxy from the center of the main
galaxy as a function of time for a subset of the simulations listed in Table 6, as noted
in the inset. If the BH in the satellite galaxy merges with the BH of the central galaxy,
we show its subsequent evolution with dashed lines. Right: sinking time τDF, computed
using Eq. (69), as a function of time. We show the different phases: when the BH is still
surrounded by material (solid line), when the BH is naked (dotted line; note the rapid
increase in the sinking time because of the drop in Ms in Eq. (69)) and when the BH has
merged with the BH of the central galaxy (dashed line).
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3.3.3 Formation of a black hole binary in a high-redshift galaxy merger

We now focus on the same satellite galaxy, and follow the dynamical evolution of its BH
during and after its host infalls into the halo of the larger galaxy. It is typically after this
kind of event, when the galaxy remnant has settled and the massive BHs have sunk to the
center of the potential well, that massive BH binaries form.

We show in Fig. 31 τDF as a function of time, for all the simulations (right panel). We
see that, initially, when the BH is still embedded in the satellite galaxy (solid line), its
dynamics is the same for all simulations: the large scale dynamics is independent of the
subgrid model we use. However, what happens following the disruption of the satellite
galaxy (dotted line) differs significantly from one simulation to the other: in some cases,
the satellite BH sinks toward the center and “merges” (BHs are allowed to merge when
they are separated by less than 4∆x and the kinetic energy of the binary is lower than the
gravitational energy, but the real merger happens below our resolution) with the central
BH of the main galaxy (the subsequent evolution is shown as a dashed line), in other cases,
the BH stalls hundreds of pc away from the center. We also show in the left panel of Fig. 31
the distance of the satellite BH to the central galaxy it is sinking in.

We first compare the simulations HR_PD_BH1e5 - HR_nPD_BH1e5, and HR_PD_BH1e4 -
HR_nPD_BH1e4, which differ only by the use or not of our subgrid model for dynamical
friction from stars and dark matter. Fig. 30 shows that the model does not help in keeping
BHs in the center, as discussed in §3.3.2: the galaxy is so chaotic that BHs wander no matter
the implementation. When the galaxy is more settled, however, as it is the case when the
satellite BH falls into the main galaxy, we see the effects of our model (see Fig. 31). When
our prescription is used, the BH remains closer to the center; nonetheless the BHs do not
merge as would happen if the BHs were artificially repositioned at the center of mass of
the halo, as is sometimes done in cosmological simulations (e.g. Vogelsberger et al., 2013;
Schaye et al., 2015).

We now focus on simulations with 104 M� seeds. After its stellar and gaseous envelope
has been dispersed (dotted line), the BH should take 1-100 Gyr to sink toward the center
of the galaxy, and indeed, it stalls at ∼ hundreds of pc. This is in agreement with our
understanding of dynamical friction: it is a very long process if the mass of the BH is
low. The presence of a nuclear star cluster could speed-up the process (Biernacki, Teyssier,
and Bleuler, 2017), increasing the mass experiencing dynamical friction, but due to our
limited resolution, such compact structures of typical size of a few pc to ∼ ten of pc are
not captured here (Georgiev et al., 2016), and the envelope of the BH is rapidly stripped
(dotted line). In the medium resolution case (MR_PD_BH1e4) the BH in the larger galaxy
has also been scattered, similarly to what happened for the case studied in section 3.3.2.
Accidentally, the two BHs merge while they are both off-center and the remnant of this
merger remains hundreds of pc away from the center. If we admit that this merger is
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physical, it is interesting to note that mergers of light seeds BHs are possible, though the
dynamics is highly erratic. Multiple BHs in galaxies, each inherited from a different merger,
are generically expected (e.g. Governato, Colpi, and Maraschi, 1994; Schneider et al., 2002;
Volonteri and Perna, 2005; Bonetti et al., 2018; Tremmel et al., 2018).

Finally, we compare HR_PD_BH1e5 and HR_PD_BH1e4 which differ only by the seed mass
of the BH. In HR_PD_BH1e5, the BH being more massive, it remains surrounded by a dense
stellar concentration which does not disrupt (no dotted line), increasing even more the
effective MSatellite and resulting in a smooth decay to the center of the main galaxy and a
BH merger.

These experiments makes us believe that < 104 M� seed BHs are less likely to contribute
to the merging population observable by LISA than larger mass seed BHs. This does not ex-
clude that these low-mass BHs may eventually sink in the center of galaxies and contribute
to the massive BH population, but the presence of a dense stellar cluster or of bound gas on
scales not resolved in this study, which would make the effective MSatellite larger, appears
to be crucial (e.g. Callegari et al., 2009).
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Here is a summary of the results presented in this Chapter:

• Combining different tools (mock galaxy-pair catalog extracted from a lightcone,
galaxy merger tree) we obtained the best thresholds in projected distance and
redshift difference to select pairs which are undergoing a merger. We found dth =

100 kpc and ∆zth = 10−3. If other thresholds are used, we computed a method to
correct the results and obtain the true number of mergers.

• Using a suite of cosmological zoom simulations of a 1012 M� halo at redshift
2, we studied the dynamics of BHs in isolated galaxies, and during (following)
mergers. We found that BHs with masses of the order of 104 M� are subject to
the fluctuations of the underlying stellar gravitational potential, which leads to
a random walk-type of trajectory. This appears to be unique of a high-z environ-
ment in which sub-structures undergo rapid evolution. If BHs were to be seeded
in nuclear star clusters, or had masses of 105 M� or higher, they would be well
stabilized in galaxy centres. Consequently it is unlikely that ∼ 104 M� BHs partic-
ipate in the merging population unless they are embedded in dense bound stellar
or gaseous envelopes. If seed BHs have larger masses (105 M� ), or lighter seeds
have massive bound envelopes, they can more easily reach the center of the larger
galaxy and merge with the companion BH.





4
T I D A L D I S R U P T I O N E V E N T S I N
G A L A X Y M E R G E R S

In this Chapter we discuss how the Tidal Disruption Event (TDE) rate around BHs (see
§1.4) evolves during a galaxy merger. We test the idea that galaxy mergers trigger nuclear
star formation, which therefore lead to higher stellar densities near BHs and more available
stars to be disrupted. We first introduce the analytical framework allowing to estimate the
TDE rate from stellar density profiles. We then use a numerical simulation, where we can
apply the analytical framework to obtain the TDE rate as a function of time.

This Chapter is based on the following paper:

1. Pfister et al., 2019b
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rt

Loss-cone

Figure 32: If the velocity vector of a star lies in the loss cone, the star will be disrupted.

4.1 loss cone theory

If a star gets closer to a BH than the TDE radius rt (see Eq. (40)), it will be disrupted by
tidal forces. Today, we have 90 TDE candidates (see the TDE database) while we know
millions of galaxies. It is therefore natural to estimate how frequently stars penetrate this
TDE radius to understand how many TDEs occur per galaxy per year and interpret this
observational result.

The system we study is sketched in Fig. 32: a star orbits in a potential φ, at a distance r
and velocity v from the center, where a BH is located. If φ is spherically symmetric, that
is, if φ(r) = φ(r), the orbit of stars is entirely defined by two orbital constants (Binney and
Tremaine, 1987), the energy1 E and the angular momentum L:

E =
1

2
v2 +φ(r) (86)

L = rv⊥ , (87)

where v⊥ is the tangential velocity (see Fig. 34). If two orbits have the same energy, the
angular momentum indicates how “radial” is the orbit, see Fig. 32 for two orbits with
higher/lower angular momentum, and therefore more/less radial. Consequently, at fixed
energy, there is a maximum angular momentum Llc (see §4.1.1 for the expression of Llc)
that stars can have to be disrupted, and their velocity vector has to lie in a cone (the “loss
cone”). This justifies the name of the analytical framework that we will develop here: the
loss cone theory.

1 We use the energy and angular momentum per unit mass as done by dynamicists.

https://tde.space/
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Assume for a moment that we are able to estimate how many stars Nlc(E)dE have an
energy E in [E,E+ dE] and an angular momentum L < Llc (see §4.1.2). In this situation,
all stars will be disrupted after an orbital period2 P(E). If we assume that these stars are
replaced instantaneously after being disrupted by the BH, the loss cone is always full: this is
the full loss cone regime. In this situation, the rate at which stars with energy in [E,E+ dE]
are disrupted is:

Ffull(E)dE =
Nlc(E)

P(E)
dE , (88)

where we introduce the TDE rate flux coming from the full loss cone regime Ffull.
This regime clearly breaks down if the timescale for replacing stars is much longer than

the orbital period, in this situation the loss cone is always empty: this is the empty loss cone
regime. A way to repopulate the loss cone is through 2–body encounters (see Appendix 7),
which deviate stars from one orbit to the other, varying the angular momentum dispersion
of stars by ∆(L2) ∼ L2 on a relaxation timescale Tr (see §4.1.3). If we denote the number
of stars with energy in [E,E + dE] by N(E)dE, as on a relaxation timescale the angular
momentum varies by ∼ L, the condition L < Llc is no longer needed and the TDE rate at
which stars with energy in [E,E+ dE] are disrupted is:

Fempty(E)dE =
N(E)

Tr(E)
dE , (89)

where we introduce the TDE rate flux coming from the empty loss cone regime Fempty.
The total TDE rate Γ is given by the contribution of both the empty and full loss cone

regimes:

Γ =

∫
Fempty(E)dE+

∫
Ffull(E)dE (90)

= Γempty + Γfull . (91)

In the following we obtain the analytical expression of Llc, N(E), Nlc, Tr to compute the
TDE rate both in the empty and full loss cone regime, Γempty and Γfull.

4.1.1 Expression of the maximal angular momentum

From Eq. (86) and using that φ vanishes at r = +∞, we find the classical result that if E < 0
then the orbit cannot go to infinity: it is bound. We will focus on these orbits from now
on, as galaxies form gravitationally bound systems. We define the pericenter (apocenter)
r±(E,L) as the minimum (maximum) distance of the star to the BH, they depend on the

2 We neglect here the dependence on L of the orbital period. We discuss this in §4.1.2.



68 tidal disruption events in galaxy mergers

v⊥ = vcir v⊥ > vcir

v⊥ < vcir
Figure 33: Three orbits in a spherically symmetric potential with, at the center, a BH. If v⊥ < vcir

(red orbit) the pericenter of the orbit is closer to the center than the radius of the circular
orbit (black orbit), and vice versa. Consequently, at pericenter we necessarily have v⊥ >
vcir.

orbit, therefore depend on E and L. At these radii the radial velocity vanishes and we obtain
the following equations:

E =
1

2
v2⊥ +φ(r±(E,L)) (92)

E =
L2

2r2±(E,L)
+φ(r±(E,L)) (93)

⇔ L2 = 2r2±(E,L) (E−φ(r±(E,L))) . (94)

Instead of considering constant E and L, we can equivalently consider constant E and r−.
We have that:

L2(r−,E) = 2r2−(E−φ(r−)) . (95)

To obtain the variations of L with r−, we compute:

2L
dL
dr−

= 4r−(E−φ(r−)) − 2r
2
−

dφ
dr−

(96)

=
2L2

r−

(
1−

(
vcir(r−)

v⊥(r−)

)2)
, (97)

where vcir(r−) = (r−φ
′(r−))1/2 is the speed of a circular orbit at r−. Clearly, at pericenter,

v⊥ > vcir (see Fig. 33). Consequently, L is an increasing function of r− and, at fixed energy,
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r

vr

v⊥

θ

Figure 34: Convention used to define the velocity vector. vr is in the same direction as r and v⊥ is
orthogonal to r.

we can define a critical angular momentum Llc(E) so that if L < Llc, then r− < rt and the
star is disrupted. Llc(E) is obtained when the orbit skims the TDE radius and r− = rt, that
is:

L2lc = 2r2t(E−φ(rt)) (98)

∼ 2G M• rt , (99)

where we have assumed for the last equality that the potential at rt is dominated by the BH
(we recall that rt is 100 solar radii for a 106 M� BH, much smaller than galaxy scales), and
that the energy of the orbit is negligible against φ(rt), that is, the star is marginally bound.

4.1.2 Number of stars per orbits

To compute the number of stars with energy in [E,E + dE], we further assume that the
distribution function is ergodic and therefore can be expressed only as a function of E. The
number of stars in [r, r + dr] and [v, v + dv] is:

f(E)dr× dv . (100)

By first integrating onto the polar and azimuth angle in position, we classically find:

f(E)4πr2dr× dv . (101)
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Using the notations defined in Fig. 34, we have3:

f(E)4πr2dr× v⊥ sin(θ)dθdv⊥dvr , (102)

which can be integrated over θ to obtain:

f(E)4πr2dr× 2πv⊥dv⊥dvr (103)

= f(E)8π2r2v⊥ × drdv⊥dvr . (104)

We now perform the variable change (r, vr, v⊥) 7→ (r,E,L), for which the Jacobian is rvr,
leading to:

f(E)8π2r2v⊥ ×
drdEdL
rvr

(105)

= f(E)8π2LdEdL× dr
vr

, (106)

which can be integrated4 over r to obtain:

f(E)8π2LdEdL×
∫ r+
r−

dr
vr

(107)

= f(E)8π2LdEdL× P(E,L) , (108)

where we introduce the radial period, corresponding to the time needed to go from r+ to
r− or, symmetrically, from r− to r+. For the isochrone density profile (Binney and Tremaine,
1987), P does not depend on L. As this profiles is fairly close to that of giant galaxies, we
shall neglect the dependence of P on L.

Eq. (108) can be integrated over L to obtain the energy density function N, for which
N(E)dE corresponds to the number of stars with energy in [E,E+ dE]. Given that the max-
imal angular momentum5 at fixed E is Lcir, the circular angular momentum at rcir, where
rcir is solution to:

E =
rcir(E)

2

dφ
dr

(rcir(E)) +φ(rcir(E)) , (109)

we have that:

N(E) = f(E)8π2P(E)

∫Lcir(E)
0

LdL (110)

= f(E)4π2L2cir(E)P(E) . (111)

3 θ is not the angle in position space, but in the velocity space.
4 For fixed E and L, r varies between pericenter and apocenter r±.
5 This comes from the fact that L increases with r−, but decreases with r+ (see Eq. (97) and Fig. 33). As r+ > r−,

the angular momentum is maximum when the two radii are equal, i.e. the orbit is circular.
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M∙

m⋆ V

b ⊙er
ezeθ

Figure 35: Sketch of a hyperbolic encounter, geometry used is cylindrical.

Similarly, the number of stars6 with L < Llc and energy in [E,E+ dE] is:

Nlc(E) = f(E)4π
2L2lcP(E)dE . (112)

4.1.3 Relaxation time

As the potential is in reality not smooth on all scales, two-body interactions, as discussed
in Appendix 7 can greatly affect the trajectory. If two stars with the same mass m?, one
moving with velocity v• and the other with velocity v?, suffer a hyperbolic encounter with
impact parameter b and initial relative velocity V ≡ v? − v• (See Fig. 35), the change in v•
is given by Eq. (213):

∆v• =
[
1+

b2V4

4G 2m2
?

]−1
V

(
bV2

2Gm?
er + ez

)
. (113)

In §2.1 we discussed the effects of many encounters and showed how they lead to dynam-
ical friction, we further mentioned that, for symmetry reasons, on average, the net effect
on the er axis is zero. However, we can easily imagine that the distribution will broaden
due to many encounters, and we instead look at 〈(∆v•,⊥)2〉, the rate at which (∆v · er)

2 vary.
For a constant number density n, the encounter rate with impact parameters in [b,b+ db]

6 We consider here orbits with Lcir > Llc, i.e., for which the orbit’s apocenter is outside the TDE radius which,
we recall, is very small on galactic scales.
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is nV × 2πbdb so that the total effect, considering all stars with b < bmax (the size of the
system) is:

〈(∆v•,⊥)2〉 =

∫bmax

0

[[
1+

b2V4

4G 2m2
?

]−1
V
bV2

2Gm?

]2
nV2πbdb (114)

=
4πG 2m2

?n

V


−1+ 1

1+
(
bmaxV2

2Gm?

)2 + ln

[
1+

(
bmaxV

2

2Gm?

)2]

 . (115)

For stars with masses m? = M� in a system with size bmax = 1 kpc , bmaxV2/(Gm?) >

100 if V > 20m s −1, which is likely to be the case. We can therefore Taylor expand in
bmaxV

2/(Gm?), this yields:

〈(∆v•,⊥)2〉 ∼
8πG 2m2

?n

V
ln
(
bmaxV

2

Gm?

)
. (116)

The timescale Tr needed to vary (∆v• · er)
2, which equals the velocity dispersion σ2, by

order unity is:

Tr =
σ2

〈(∆v•,⊥)2〉
(117)

=
σ3

8πG 2m2
?n

ln−1

(
bmaxV

2

Gm?

)
(118)

= 50Gyr
( σ

200 km s −1

)3( m?

M�

)−2(
n

pc −3

)3
ln−1

(
bmaxV

2

Gm?

)
. (119)

This time corresponds to the time needed for two-body encounters to alter significantly
the initial orbit so that memory of the initial conditions is erased, in other words, to move
from one orbit to another orbit: this is the non-resonant relaxation timescale. This time can
be much longer than a Hubble time in galaxies where the typical density is less than 1 star
per cubic pc (justifying the use of the mean field approach in this case), however, in very
dense regions such as in the nuclei of galaxies or in globular clusters, two-body interactions
become extremely important.

Note that other effects modify the dynamics of stars in the nucleus of galaxies: the rela-
tivistic precession of the periastron due to the central BH, or resonant relaxation caused by
the cumulative torque due to other stars (Rauch and Tremaine, 1996; Merritt, 2013). Rauch
and Ingalls, 1998 studied the effects of these processes and found that, in the optimal sit-
uation, the loss cone is refilled twice faster, i.e. the TDE rate is twice larger, than in the
situation including non-resonant relaxation. They also found that, given the observed prop-
erties of galactic nuclei, this optimal situation is rarely reached. For this reason we do not
consider these processes for the rest of this Thesis.
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4.1.4 Empty/full loss cone regime and toward a better estimate of the tidal disruption event rate

The framework developed in the previous section leads to an estimate of the TDE rate
fluxes and integrating over the energy we obtain the TDE rate. From Eq. (88), Eq. (89),
Eq. (111), Eq. (112) and Eq. (118), we have:

Fempty(E) = f(E)4π2L2cir
P(E)

Tr(E)
(120)

Ffull(E) = f(E)4π2L2lc , (121)

and the critical energy (radius) Ec = φ(rc) at which the two regimes match is when their
contribution to the TDE rate flux is the same, i.e. Fempty = Ffull. This yields7:

1

3
r?

(
M•
m?

)4/3
=

GM(rc)

σ(rc)2
, (122)

where we dropped the logarithmic term for the relaxation timescale (see Eq. (118)) which
is usually < 10, assumed L = rσ, P = r/σ and defined M(r) = 4/3πr3m?n(r) the enclosed
mass within r.

The TDE rate coming from the empty loss cone regime, e.g. Wang and Merritt, 2004, is:

Γempty =

∫Ec=φ(rc)
−∞ Fempty(E)dE (123)

∼
M(rc)

Tr(rc)m?
, (124)

7 The equation for rc is slightly different than Eq.(6) from Pfister et al., 2019b as we use the relaxation timescale
we derived in §4.1.3 instead of the one obtained through the diffusion coefficients (Spitzer and Harm, 1958).
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and from the full loss cone regime, e.g. Pfister et al., 2019b:

Γfull =

∫∞
Ec

Ffull(E)dE (125)

=

∫∞
Ec

f(E)4π2L2lcdE (126)

= 4π2L2lc

∫∞
Ec

f(E)v
dE
v

(127)

= 4π2L2lc

∫∞
0
f

(
v2

2
+ Ec

)
vdv (128)

= 4π2L2lc

∫∞
0
f (rc, v) vdv (129)

= πL2lc

∫∞
0
f (rc, v) v−14πv2dv (130)

= πL2lc

∫
f (rc, v) v−1dv (131)

= πL2lc〈v−1〉(rc)ρ(rc)m−1
? (132)

∼
√
8πG r?

(
M•
m ?

)4/3
σ(rc)

−1ρ(rc) (133)

where 〈.〉 is the mean over velocity and we have used Eq. (40), Eq. (99) and 〈v−1〉 ∼
√
2/πσ−1.

More details works (Cohn and Kulsrud, 1978; Wang and Merritt, 2004; Merritt, 2013;
Stone and Metzger, 2016; Vasiliev, 2017), resolving the Fokker-Planck equation in particular
regimes and fitting N-body simulations, provide a more accurate estimate of the total TDE
rate per unit energy:

F(E) =
N(E)

P(E)

q(E)L2lc/L
2
cir

(q(E)2 + q(E)4)1/4 + ln(L2cir/L
2
lc)

. (134)

q is the loss cone filling factor defined as:

q(E) = P(E)D(E)L2cir/L
2
lc , (135)

and D is the orbit average diffusion coefficient in angular momentum defined as:

D(E) =
1

P(E)L2cir

∫ rmax(E)

0

dr
vr
〈(∆L)2〉 , (136)

where 〈(∆L)2〉 = 〈(∆(rv⊥))2〉 = r2〈(∆v⊥)2〉 corresponds to the rate at which L2 vary (sim-
ilar as §4.1.3, see Appendix C from Bar-Or and Alexander, 2016), and rmax is defined as
φ(rmax(E)) = E.
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4.2 tidal disruption events in post starburst galaxies

4.2.1 Observations

While the number of TDE candidates is still fairly low (90 currently reported in the TDE
database), various authors have attempted to study the properties of the host galaxies of
TDEs.

We show in Fig. 36 (left) a density map of galaxies (blue for star forming and red for
quiescent) in the plane “Current SFR–past SFR” and indicate galaxies hosting TDEs with
white markers. Galaxies are selected from the 12th data release of the SDSS, which consists
of ∼ 9× 105 galaxies observed over ∼ 104deg2 to a limiting magnitude of 17.77. Additional
quality cuts are made: redshift range in [0.01, 0.2], good Hα fit, good velocity dispersion
measurement, good stellar mass measurement, good diameter measurement and no evi-
dence of AGN resulting in a sample of 443 023 galaxies (see details in Graur et al., 2018).
TDEs included are both optically/UV (Arcavi et al., 2014) or X-rays (Auchettl, Guillochon,
and Ramirez-Ruiz, 2017) selected.

In this sample, 22 out of 35 (63%) of TDEs are hosted in red quiescent galaxies with a
low (< 3Å) Hα EW emission. To be more precise, Law-Smith et al., 2017 finds that TDE
hosts usually fall within 1 dex below the main sequence of star-forming galaxies (Peng et al.,
2010), but “recognize that there could be a bias against TDE identification in star–forming galaxies”
as large column densities of gas and dust could prevent the observation of the central
region of blue star forming galaxies (Blain et al., 1999). Whether this is an observational
bias or a physical result is still debated and will become clearer when more observations
are available.

Galaxies in the dark–grey bottom right hand are E+A galaxies, have no current star for-
mation and undergone a starburst within 1 Gyr (see Fig. 36, right). They represent 0.3% of
the galaxy sample but 6/35 (17%) of TDE hosts fall in this region, implying an overrepre-
sentation of more than a factor of 50. Stone and van Velzen, 2016 performed a modeling of
an E+A galaxies observed with exquisite resolution with the Hubble Space Telescope. They
applied the loss cone formalism, which we broadly described in §4.1, to infer the TDE rate,
and found about 10−3 yr −1: one or two orders of magnitude larger than in typical galaxies
(Auchettl, Ramirez-Ruiz, and Guillochon, 2018). This enhancement is due to an anoma-
lously high central stellar density (see Eq. (133)) caused by the recent starburst. This result
is to a certain degree confirmed statistically: Graur et al., 2018 find a global enhancement
of the TDE rate with the stellar surface mass density, and Law-Smith et al., 2017 find higher
Sersic indices and bulge–to–total–light ratios, i.e. steeper and denser profiles, in galaxies
hosting TDEs.

Galaxy mergers are a natural way to trigger nuclear starbursts through gas inflows due to
tidal forces and ram-pressure shocks (Mihos and Hernquist, 1996; Bournaud, 2011). Differ-

https://tde.space/
https://tde.space/
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Figure 3. H↵ EW emission vs. H�A absorption for an SDSS
sample of galaxies at redshifts 0.01 < z < 0.2 (blue and red
dots, which represent star-forming and quiescent galaxies,
respectively) and TDE host galaxies (white squares). For
display purposes, the galaxies in this figure have not been
volume weighted (see Section 2.2), and the upper and lower
panels have di↵erent linear scalings. The gray patches, delin-
eated by black dashed and solid curves, mark the regions of
this phase space inhabited by quiescent Balmer-strong (post-
starburst) and moderately Balmer-strong galaxies (some of
which are post-starburst). Thirty-five TDEs are represented
in this figure (RX J1242 and RX J1420 each have two possi-
ble host galaxies). The majority of these broadly follow the
global galaxy distribution, with two loci in star-forming and
quiescent galaxies. Once the galaxy sample is weighted by
volume, quiescent Balmer-strong galaxies account for 0.3–
1.2% of the sample. Between 4–8 of the TDE hosts are qui-
escent, Balmer-strong galaxies, indicating a lower, but still
considerate over-abundance of TDE candidates in this rare
type of galaxy.

2. Likely and possible X-ray TDEs are found in both
star-forming and quiescent galaxies.

3. More than half of the veiled TDEs, including those
with broad H or He lines, are found in quiescent

galaxies, including hosts with strong Balmer ab-
sorption lines.

4. TDEs with coronal line emission are all found in
star-forming galaxies. At a given H↵ emission,
these objects also have shallower H�A absorption

features than the background star-forming galaxy
population. This e↵ect may be driven by the
TDE line emission filling in the H�A absorption.
While the emission line filling of the H�A absorp-

tion from star formation will a↵ect both the TDEs

and SDSS galaxies, the additional e↵ect of the on-
going TDE observed in the coronal-line TDE host
spectra would act to decrease the measured H�A
absorption. In order to quantitatively address this
scenario, a fuller picture is required of how the
narrow line emission evolves in TDEs with time,

and relative to the coronal line emission. Such an
analysis is outside the scope of this work, but will
be important to understand the underlying host

galaxy emission in coronal line emitting TDEs.

5. Overall, TDEs in star-forming galaxies appear to
be shifted to lower H�A absorption values than the
general star-forming population. This shift may

be due to: (1) filling of H�A by emission from the
TDE if it was still active when the galaxy spec-
trum was taken (e.g., SDSS J0748), see above;

(2) di↵erent stellar mass distributions for the TDE
hosts and control galaxy sample (which we tested
by cutting on stellar mass and rule out); (3) con-
tamination of the H↵ line by an AGN or LINER,

which a↵ects a few of the TDE hosts (see Sec-
tion 3.3); and (4) a physical di↵erence between
the TDE hosts and comparison galaxy sample.

3.2. Surface stellar mass density and velocity

dispersion

Of the 37 TDE hosts in our sample, 16 appear in both
the NYU and Portsmouth value-added catalogs, which

allows us to measure their global galaxy properties in the
same way as for the control galaxy sample. This allows
us to make an “apples-to-apples” comparison between

the hosts of these TDEs and the general galaxy popula-
tion. Table 3 summarizes the values of these properties
for the TDE host galaxies in this subsample.9

While this subsample of TDEs accounts for only half
of our full sample, it includes all four types of TDE as
classified by A17 and spans a wide dynamical range in
galaxy properties, including, most importantly, a galaxy

stellar mass range of log(M?/M�) ⇡ 8.5–11, over which
TDEs are expected to occur.

To test theoretical estimates of the TDE rate, which

find a dependence on the density and velocity dispersion
of the stars around the SMBH, we concentrate here on
global stellar surface mass density, ⌃M?

, and velocity

9 The Lephare fitting code failed to calculate stellar masses
for SDSS J1350 and SDSS J0159. In these instances, we adopted
masses calculated by either the Portsmouth or Galspec pipelines.
The masses from these pipelines were corrected for being 0.13 dex
larger, on average, than those produced by Lephare (see Zahid
et al. 2016c for the di↵erence between the Portsmouth and Lep-
hare values. We calculated the di↵erence between the Galspec
and Lephare masses ourselves.).

Figure 2: Left: The evolution of Dn(4000) and HδA following an instantaneous, solar-metallicity
burst of star formation. Solid lines show results from BC2002+STELIB, the dotted line shows results
if the Pickles (1998) library is used, and the dashed line is for the Jacoby, Hunter & Christensen
(1984) library. Right: The evolution of Dn(4000) and HδA for bursts of different metallicity. The
solid line is a solar metallicity model, the dotted line is a 20 percent solar model and the dashed line
as a 2.5 solar model.
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Figure 2: Left: The evolution of Dn(4000) and HδA following an instantaneous, solar-metallicity
burst of star formation. Solid lines show results from BC2002+STELIB, the dotted line shows results
if the Pickles (1998) library is used, and the dashed line is for the Jacoby, Hunter & Christensen
(1984) library. Right: The evolution of Dn(4000) and HδA for bursts of different metallicity. The
solid line is a solar metallicity model, the dotted line is a 20 percent solar model and the dashed line
as a 2.5 solar model.
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Figure 36: Left: Galaxies in the plane “Current SFR–past SFR” (blue for star forming and red for
quiescent) and galaxies hosting a TDE (white squares). Most galaxies have a current low
SFR and there is an over-representation of E+A galaxies with no current SFR but with
a recent starburst. Taken from Graur et al., 2018. Right: Evolution of HδA following
a starburst with three different metallicities. E+A galaxies have undergone a starburst
within 1 Gyr. Taken from Kauffmann et al., 2003.

ent groups with different codes (Di Matteo et al., 2008; Van Wassenhove et al., 2014; Capelo
et al., 2015) performed suites of ideal simulations of galaxy mergers, and they found that
multiple starbursts lasting 10-100 Myr occur during the mergers and can enhance the cen-
tral stellar density by orders of magnitude. Yang et al., 2008 analyzed a sample of E+A
galaxies and found that at least 55% of them show dramatic tidal features indicative of
mergers. More recently, Baron et al., 2018 found interacting pairs in which the larger galaxy
is of E+A type. This suggests that, in the final stages of a galaxy merger, it is possible that
one of the two galaxies, or the merger remnant, are of E+A type with a TDE rate enhanced
by few orders of magnitude. For this reason, we study in the following the evolution of the
TDE rate during a galaxy merger.

4.2.2 Comparison with a simulation

4.2.2.1 Numerical set-up

Simulation We perform a zoom re-simulation of the 1:4 coplanar, prograde–prograde
galaxy merger from Capelo et al., 2015, which was shown to have a strong burst of nuclear
star formation (see also Van Wassenhove et al., 2014), and is adopted here as a reference
merger to highlight the various physical processes responsible for the evolution of the
nucleus. Similar bursts were also observed in mergers with mass ratio 1:2 (coplanar and
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inclined orbital configurations), whereas lower mass-ratio mergers had weaker (1:6 case) or
negligible (1:10) nuclear starbursts. Initially BH1, with a mass of 3.53× 106 M� , is in the
main galaxy, whereas BH2, with a mass of 0.88× 106 M� , is in the secondary galaxy.

We re-simulate the merger phase (see Capelo et al., 2015), which begins at the second peri-
centre, at t ∼ 1Gyr , and lasts until the binary BH has formed, 300 Myr later. It is during this
phase that the starburst occurs and we expect variations in the density and, consequently,
in the TDE rate.

This re-simulation (Resim0) is performed with the public code Ramses (Teyssier, 2002 and
described in Appendix 6)

The mass of DM particles (mDM = 1.1× 105 M� ) and stellar particles (3.3× 103 M� ) is
kept similar to that in Capelo et al., 2015 but we allow for better spatial resolution (down
to ∆x = 0.76pc ), refining the mesh where Mcell

DM + 10Mcell
b > 8mDM, where MDM and Mcell

b
are, respectively, the mass of DM and baryons in the cell. Maximum refinement is enforced
within 4∆x around the BHs.

TDE rate We measure the stellar density profiles around BHs for each snapshot in our
simulation and fit them with a double power-low profile ρ(r) = ρ0rγ(1+ r/r0)

β−γ. We then
pass these density profiles to the PhaseFlow code (included in Agama; Vasiliev 2017; Vasiliev
2019) which computes the distribution function f(E) from the density profile (through the
Eddington inversion, see Binney and Tremaine, 1987) and the loss cone filling factor q(E)
(see Eq. (135)). The PhaseFlow code is conceived to solve the time dependent Fokker-Planck
equation, but we only use it to estimate f and q at each timestep corresponding to a snap-
shot of the simulation.

We then use Eq. (134) to compute the TDE rate per unit energy, which can be integrated
to obtain the TDE rate Γ , defined as number of events per galaxy per year. In Fig. 37, we
show an example of TDE rate per unit radius (∂Γ/∂r = ∂Γ/∂E× ∂E/∂r = F × ∂E/∂r) as
estimated from PhaseFlow (solid black line). We also show the two approximated fluxes
in the full and empty loss cone regime (blue and purple lines) as computed with Eq. (88)
and Eq. (89), and their harmonic mean (red dashed line). Note how the harmonic mean
gives excellent results given the simplicity of the calculation. We did not explore this much,
though it could be an accurate and fast method to compute the TDE rate.

We can also estimate the critical radius/energy solution to Ffull = Fempty (vertical dashed
black line in Fig. 37), and show its evolution in Fig. 38. It is about 20 pc at all times for BH1,
and is initially 13 pc for BH2, but drops to 4-5 pc after the starburst (see §4.2.2.2).

4.2.2.2 Results

Nuclear starburst In Fig. 39, we show stellar density maps of our simulation. In Fig. 40,
we show the enclosed stellar mass around each BH as a function of time, for different radii
in the re-simulation. It is clear from Fig. 40 that the primary galaxy is not affected by the
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Figure 37: TDE rate per unit radius as estimated from PhaseFlow (black solid line), in the full and
empty loss cone regimes (blue and purple lines), and the harmonic mean between the full
and empty loss cone regimes (red dashed line). We also show when the full and empty
loss cone rates match, i.e. the critical radius rc (vertical black dashed line).
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Figure 38: Evolution of the critical radius with time for the two BHs in our simulation.
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Figure 39: Stellar density maps of the two galaxies (top row) and centred on the secondary BH
(bottom row). Initially, the BH proceeds on a smooth trajectory (first column); then, some
stellar clumps formed during the starburst deviate the BH from its smooth trajectory
(second column). At some point those clumps merge and the BH is captured in the
resulting larger clump (third column); finally, the BH binary forms (fourth column). The
white line in the bottom images represents the position of the BHs within ±1Myr . In
order to show how irregular the gas density is compared to that of stars, we indicate the
iso-ρgas contours of 1 (10) a.m.u. cm−3 with purple (yellow) lines.
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Figure 40: Enclosed stellar mass within 3 (solid), 5 (dashed), 30 (dotted), and 100 (dash-dotted) pc
around each BH, as a function of time elapsed since the second pericentre, i.e. the time
when the high-resolution resimulation starts.
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Figure 41: TDE rate around each BH (solid line) and stellar density at the critical radius (dashed line).
rc is estimated from Eq. (137) for BH masses of 4.4× 106 M� and 1.4× 106 M� resulting
in rc of 14pc and 3pc . We show the same quantities for BH2 in the other re-simulations,
which are run for a shorter time as we are only interested in the enhancement of the
stellar density following the first starburst. All quantities are shown as a function of time.

merger: during the 300Myr of the simulation, very few stars form around the primary BH,
in agreement with the lower-resolution run (Capelo et al., 2015). Therefore, we expect the
TDE rate to remain roughly constant.

The secondary galaxy, instead, undergoes a major starburst just after the second pericen-
tre, lasting 50Myr . As the gas is perturbed by tidal torques and ram-pressure shocks, it
loses angular momentum and falls towards the centre, triggering nuclear star formation,
forming stellar clumps as shown in the second column of Fig. 39. These clumps are fairly
small (few pc size) but can be very massive, up to a few 106 M� , similar to the mass of
BH2 (∼ 1.4× 106 M� ). This leads to interactions that scatter the BH. Consequently, the den-
sity “seen” by the BH is highly dependent on local stochastic processes. The enclosed mass
within 5pc from BH2 (orange dashed line in Fig. 40) is almost constant, until it increases
abruptly as the clumps merge and capture the BH at about 50 Myr. This is clear both from
the third column of Fig. 39 and from Fig. 40. After this rise in density, the enclosed mass
within 5 pc does not vary until the binary forms, whereas the enclosed mass within 3 pc de-
creases. This is contrary to the expectations of the evolution of a mass distribution around
a BH, which normally contracts (Bahcall and Wolf, 1976; Quinlan, Hernquist, and Sigurds-
son, 1995). However, at difference with the assumptions in classic approaches, which look
at equilibrium, steady-state solutions or BHs growing slowly within the stellar distribution,
the BH enters rapidly the stellar clump, and the mass of the clump and the BH are similar.
The effect we observe can be explained assuming system BH-clumps suffers a series of
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high-speed encounters (Binney and Tremaine, 1987), bringing enough energy to start the
disruption of the clump, although we cannot rule out that the effect is numerical. When
the binary forms, i.e. BHs are separated by about 1 pc, the enclosed mass decreases again.
This might be due to heating: when the binary shrinks, it releases energy in the nucleus.
Since the simulation cannot resolve scatterings between stars and the binary, we are un-
able to rigorously confirm if this effect is physical or a numerical artifact, although N-body
simulations show similar results (e.g. Milosavljević and Merritt, 2001).

Note also that the mass within rc, about 30 (5) pc for BH1 (BH2), is similar to that of the
mass of the BH. Therefore, we can assume thatM(rc) ∼ M• and, as σ2(r) ∼ G (M• +M(r))/r,
Eq. (122) can be approximately solved as:

rc ∼ 3pc
(
M• /m?

106

)4/3(
r?

R�

)
, (137)

from which we find that rc is 14 (3) pc for BH1 (BH2), in excellent agreement with the
results of Fig. 38 given the simplicity of the expression. We will therefore further use this
approximation.

In summary, the amount of stars around BH2 changes significantly during the merger,
and thus we expect large variations of its TDE rate. However, the exact enhancement may
depend on the position of the BH, which can be chaotic due to three-body interactions
with stellar clumps. The amount of stars around BH1 remains fairly constant and we do
not expect much change in the TDE rate until it binds with BH2 and it is embedded in the
same stellar environment.

TDE rate Using the techniques described in Section 4.2.2.1, we estimate the TDE rate
as a function of time in the simulations. Note that here we have taken the conservative
assumption of not including an inner cusp around the BHs (Bahcall and Wolf, 1976), hence
the estimated TDE rate is a lower bound.

We show in Fig. 41, as a function of time, the TDE rate around each BH (solid line) and
the density at the critical radius (dashed line) as defined in Eq. (137). Note the remarkable
agreement between the TDE rate measured with the PhaseFlow code and the stellar density
at rc.

The initial TDE rate is very small (∼ 10−7 yr −1 for both BHs), because the density around
each BH is very low: we find, for the two BHs, a stellar density of ∼ 102 M� pc −3, which is
one to two orders of magnitude lower than in local galaxies (Faber et al., 1997). The reason
is that the analytical initial conditions of the merging galaxies (Capelo et al., 2015) assume
that the stellar bulge is described by a spherical Hernquist profile (Hernquist, 1990) with
inner logarithmic slope γ = −1, whereas local galaxies exhibit a range of inner density
slopes going from γ ∼ 0 to γ = −2 (Faber et al., 1997; Lauer et al., 2007), up to γ = −4 in
the presence of nuclear star clusters, common in low-mass galaxies (Glass et al., 2011). In
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addition, before the beginning of the merger simulation, galaxies are relaxed for 100Myr
and, during this time, the velocity distribution near the resolution limit (10pc ) is not well
sampled because of the limited number of stars, leading to an even shallower profile than
the initial Hernquist profile.

The TDE rate around BH1 is fairly constant, irrespective of the dynamical phase of the
merger: since the stellar density profile around BH1 is not affected by the merger, the
amount of stars available to be disrupted is constant and so is the TDE rate. The TDE rate
around BH2 is instead increased by a factor of about 30 during the 250Myr following the
burst, with a short peak of more than two orders of magnitude enhancement. During the
first 200 Myr of this enhancement, the two galaxies can be separated by more than 1 kpc,
up to 10 kpc. While the maximum value of ∼ 10−5 yr −1 may seem surprising low, we recall
that the initial density profile, after relaxing the initial conditions, was shallow and we
do not include the possibility of a stellar cusp due to unresolved stellar dynamics, which
would increase the initial TDE rate and, perhaps, decrease the relative enhancement caused
by merger-driven nuclear star formation.

The central density and the TDE rate drop once the binary is formed. However, to calcu-
late the TDE rate we assumed a single BH surrounded by a spherical density distribution,
which is not valid any longer after formation of the binary. Other techniques for binary
BHs have been used (e.g. Lezhnin and Vasiliev, 2019), often resulting in an increased rate,
at least for a short time (e.g. Chen et al., 2009; Li et al., 2017).

Effect of stochasticity We rerun the exact same simulation, but changing the random
seed used in the stochastic sampling of star formation (Resim1 and Resim2), and perform
the same analysis. This test is done for three main reasons: firstly, reproducibility of our
results; secondly, the small number of particles around the BH in the early phase before the
starburst, about 104 M� within 3 pc corresponding to 10 stellar particles, see Fig. 40, might
affects our results; thirdly, because reaching pc-resolution is a double-edged sword. On the
one hand, we resolve the gas flows and star formation very close to the BH. On the other
hand, the stochasticity of very local processes becomes important. The exact position and
mass of the forming stellar clumps have strong effects on both the orbits of BHs and on the
density around them.

We show in Fig. 41 the TDE rate and density at the critical radius around BH2. In all cases,
the same common trends appear: there is a starburst, which results in an enhancement of
the density at the critical radius, causing an increase of the TDE rate around BH2, followed
by a decay on Myr scales. However, the exact moment when the density increases, and its
exact peak value, depend on the simulation, showing how small changes (the random seed
and therefore the exact location of star formation) in this chaotic system can affect the TDE
rate in galaxies. We note that, since the galaxy hosting BH1 is not experiencing strong star
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formation, the results for BH1 are the same in all three re-simulations. Overall, the mean
maximal enhancement of the TDE around BH2 in the three simulations is about 140.
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Here is a summary of the results presented in this Chapter:

• We introduced the loss cone theory and two extreme regimes: the full loss cone
regime in which the relaxation timescale is much shorter than the radial period,
and the empty loss cone regime in the opposite situation. We also presented an an-
alytical calculation for the full loss cone regime, which allows to estimate the TDE
rate given stellar properties around the BH (velocity dispersion, density etc...).

• We briefly summarized observations of TDE host galaxies. In particular how TDE
hosts usually have a lower current SFR than main sequence galaxies and that E+A
galaxies are over-represented by about 50.

• Using a zoom-simulation of a galaxy merger, we studied the evolution of the sur-
rounding stellar density and computed the evolution of the TDE rate. The nuclear
starburst produces stellar clumps that scatter the BH and modulate the stellar den-
sity in its vicinity. The enhancement of the TDE rate and its duration can therefore
vary significantly in different realizations of the same process. However, in all our
simulations, the environment and TDE rate around the BH in the most massive
galaxy are rather unaffected by the merger, while the TDE rate in the secondary
galaxy is always enhanced. This suggests that the TDE rate is larger in galaxies
in the final phases of mergers or the immediate post-merger phase, lasting a few
hundreds of Myr, than in galaxies in isolation.



5
C O N C L U S I O N S

5.1 a three years summary

In this Thesis, I mainly tackled from a theoretical perspective two different topics: dynam-
ics of BHs and dynamics of stars in the vicinity of BHs. Many groups and researchers work
on these subjects, using different techniques, making them extremely interesting and stim-
ulating. In addition, from an observational perspective, facilities are currently being built:
LISA will detect gravitational waves from binary supermassive BHs, JWST will observe the
first BHs, eROSITA and the LSST will detect hundreds (thousands?) of TDEs. This justifies
the need for theoretical work to help interpreting and understanding future observations.

The dynamics of BHs is a vast topic, the questions I tried to answer are: what fraction of
galaxy mergers end up in binary BHs? what are the properties (masses only at the moment,
but further studies will expand to spins, eccentricity etc...) of binary BHs? The final goal is
to predict the BH merger rate we will detect with LISA and the properties of these mergers.
To study this, I first studied the effects of dynamical friction (see Chapter 2). I confirmed
(Pfister et al., 2017), using zoom simulations of galaxy mergers, that this process is able
to drive BHs down to pc scales and form a binary for ∼ 106 M� BHs. However, to be
able to resolve (and therefore include) this process in numerical simulations, the influence
radius (the radius at which gravity is dominated by the BH) must be resolved. I insist that
this puts strong constrains on resolution as the influence radius is ∼ 1pc for 107 M� BHs,
far below what can be resolved in a cosmological context with current computing power
(resolution is generally at best ∼ 100pc ). This means we are not in conditions to obtain good
statistics on the processes studied, e.g. the merger rate. To overcome this issue, I developed
(Pfister et al., 2019a) a physically motivated model to remove to BHs momentum due to
unresolved dynamical friction from stars and dark matter. To date, Ramses is the only code
available with a physically motivated model for unresolved dynamical friction from gas,
stars and dark matter. I performed cosmological zooms of a 1012 M� halo at redshift 2 to
understand how BHs behave in galaxies in isolation and following mergers (see §3.3). I
found that, due to anisotropies in galaxies, or violent events, such as mergers, affecting the
shape of galaxies, BHs with masses as low as 104 M� are easily scattered from the center of
their host and follow a physically motivated random walk. On the contrary, slightly more
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massive BHs (105 M� ) remain in the potential well of their host galaxy. From this, I expect
that it is unlikely that ∼ 104 M� BHs participate in the merging population, unless they are
embedded in dense bound stellar or gaseous envelopes, slightly more massive BHs mergers
(105 M� ) remain possible. In addition, I expect that if we ever observe intermediate mass
BHs with masses as low as 104 M� , at high redshift when galaxies are not well settled, they
will be off-centered.

The second main topic I investigated is the dynamics of stars in the vicinity of BHs.
In particular, I got interested in the following questions: how many TDEs per year per
galaxy do we expect? is this rate enhanced during mergers? should E+A galaxies, with no
current star formation rate and a recent starburst, have a larger TDE rate on average, as
observed? Different groups started to investigate the two first questions more than 20 years
ago, but so far, people mostly performed analytical calculations or N-body simulations in
the vicinity of BHs where the number of stars entering the TDE radius can be directly
measured. Analytical calculations through the loss cone formalism have the advantage
to be extremely fast and allow to study a wide range of parameters, but lack the time
evolution. N-body simulations are more expensive, but the time evolution of the TDE rate
can be obtained, however, only stars (and the BH) are included, missing all the subtleties
of galaxies: gas, cooling, star formation, stellar feedback, BH accretion and AGN feedback
etc... I was the first, in Pfister et al., 2019b, to apply the loss cone formalism to realistic
density profile obtained from an hydrodynamical (in contrast to N-body) simulation of
galaxy merger including state–of–the–art subgrid physics. With this simulation, I estimated
the evolution of TDE rate during the merger (see Chapter 4), where a nuclear starburst
triggered by torques and ram pressure increases the stellar density in the vicinity of the
BH. In the specific case studied here, the increased stellar density causes an enhancement
of the TDE rate by ∼ 30, with a peak of more than two orders of magnitude enhancement.
I stress here that I only performed this analysis for one particular merger, therefore this
should be considered as a qualitative result and more studies are needed before a fair
comparison with observations can be done.

Finally, I briefly worked on the dynamics of interacting galaxies, understanding how
likely it is that two galaxies observed near to each other in the sky, i.e. close in projected and
redshift distances, merge (see §3.2). For this study I used part of the machinery that comes
with the HorizonAGN simulation: the galaxy catalog extracted from the lightcone and the
merger tree. I found (Pfister and Dotti, in prep) that the best thresholds to select galaxies
that will effectively merge within a reasonable time (3 Gyr), given the mass range/ratio
used, are ∆d ∼ 100 kpc and ∆z ∼ 10−3. ∆d ∼ 100 kpc is commonly used by observers but
they usually used ∆z ∼ 10−2 while today’s facilities allow for redshift precision of order
∼ 10−3. This will allow for better estimates of the merger rate in large surveys, or allow to
better understand the role of mergers in triggering starburst or AGNs for instance.
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5.2 a three years perspective

It is with great pleasure that I will work for one year at the DARK center (Copenhagen,
Denmark), followed by two years at the University of Hong-Kong (China), as a Sophie and
Tycho Brahe Fellow, to collaborate with Enrico Ramirez-Ruiz and Jane Dai. Interacting with
new persons in a new environment will necessarily seed new interests, however, given the
expertise that I acquired during this PhD, I will still work on the topics described above.

In order to determine more realistically the BH merger rate in the redshift/mass band of
LISA, I will run the first cosmological simulation using all the subgrid physics available in
Ramses, and in particular the new physically motivated model for dynamical friction from
gas, stars and dark matter. To contain computational costs, this simulation will have a small
volume (∼ 15Mpc side while HorizonAGN is ∼ 140Mpc side) and will be run down to z ∼ 2.
The spatial resolution will be ∼ 10pc and stellar mass resolution ∼ 2× 103 M� , for a mini-
mum BH mass of a few 104 M� . Although the box will be too small to be cosmic–variance
independent, it will be the first study with this kind of resolution and volume. Note that I
already successfully applied for 2.5 million cpu–hours computing time on Occigen (french
supercomputer) for this project, and that the simulation should start as soon as possible.

I will also implement, for the first time in a simulation, TDEs around BHs as a subgrid
model using the estimates from the loss cone theory. This is feasible, the quantities to mea-
sure are similar to those I already measure for calculating dynamical friction: stellar density,
stellar velocity dispersion etc... The applications of such a model are numerous: measuring
the evolution of the TDE rate with redshift, measuring the amount of BH mass coming
from gas or stars, predict the TDE rate of intermediate mass BHs etc... I am particularly in-
teresteded in probing typical properties of galaxies hosting TDEs, and test if, indeed, E+A
and low star-forming galaxies have a larger TDE rate, as observed. I have already started
to collaborate with Ben Bar-Or (Princeton University, USA) and Nick Stone (Columbia Uni-
vesity, New-York, USA) on this topic. Another possible extension, which I have started to
discuss with Jane Dai, is to study the effects of the possible super-Eddington accretion usu-
ally coming with TDEs. This would be eased by the current work of our group at IAP, who
is implementing super-Eddington accretion in Ramses.

Finally, regarding the fraction of galaxy pairs ending up in mergers, I have recently
attended a lecture about neural network and deep learning. I would like to use mock
images of the HorizonAGN simulation, produced by Clothilde Laigle (IAP) to provide better
tracers of galaxy mergers than projected and redshift distances.





6
T H E R A M S E S C O D E

In this Thesis, we mostly studied dynamics: of BHs following galaxy mergers, of stars
around BHs... While all the analytical calculations performed in a newtonian regime are
crucial to understand the physics and relevant parameters to our problems, they lack all
the subtleties of real galaxies: gas, star formation, cooling, supernovae, BH accretion, AGN
feedback etc... For this reason, we decided to study dynamical problems with numerical hy-
drodynamical simulations. The main tool we used is the Adaptive Mesh Refinement (AMR)
code Ramses (Teyssier, 2002), and a deep understanding of how it works is mandatory to
properly use it and do good research. In this Appendix we detail the numerics and physics
of the code.
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6.1 astrophysical fluids

6.1.1 Hydrodynamics

To study galaxies we need to track gas which will form stars observed in the sky. We present
here the different equations describing this fluid and the way we solve them numerically
in Ramses.

6.1.1.1 Euler equation

The gas follows the Euler equations, expressing the conservation of mass, momentum and
energy and which can be written as:

∂

∂t




ρ

ρv

e


+∇ ·




ρv

ρvvT + P1

v(e+ P)


 =




0

−ρ∇φ
−ρv · ∇φ+ ρ2Λ+H


 (138)

⇔ ∂U
∂t

+∇ · (f (U)) = S (U) , (139)

where ρ is the fluid density, v its velocity, e its total energy per units volume, P its pressure,
φ the gravitational potential calculated as explained in §6.1.2 and Λ and H are respectively
the cooling and heating function discussed in §6.3.1. To solve this system with 5 equations
and 6 unknown quantities: ρ, the 3 components of v, e and P, we need a last closure
equation of state. We assume the gas to be an ideal non relativistic gas, which is described
by:

P = (γ− 1)ε = (γ− 1)(e−
1

2
ρv2) , (140)

where ε is the internal energy per units volume of the gas and γ is the adiabatic index, 5/3
for a monoatomic gas.

As expected, this is a complex problem, with six coupled non-linear differential equations
and this explains the massive use of computers. In §6.1.1.2, we explain how to numerically
integrate these equations in a simplified case, without gravity nor cooling and heating, and
in 1D, where the equations take the following form:
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Figure 42: Grid containing all the hydrodynamical informations (Ui) on cells of size ∆x. We also
show how the Cloud–In–Cell interpolation scheme works.
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= 0 , (142)

where u is the velocity among the axis considered.

6.1.1.2 Numerical techniques

In grid based code based on Euler approach, such as Ramses, the fluid is sampled in cells
with a finite volume, as shown in Fig. 42. In this Section, we consider a uniform grid with
a constant cell size ∆x, the center of the cell i is xi and we denote the interface position
between cells i− 1 and i by xi−1/2. If the “real” solution to the problem is U(x, t), we sample
it a different times tn and position xi:

Un
i =

1

∆x

∫xi+∆x/2
xi−∆x/2

U(x, tn)dx . (143)

Godunov method Integrating Eq. (142) on a cell between two timesteps, tn+1− tn = ∆t,
gives:
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0 =

∫xi+∆x/2
xi−∆x/2

∫ tn+1

tn

∂U
∂t

+
∂

∂x
(f (U))dtdx (144)

0 =

∫xi+∆x/2
xi−∆x/2

[U(x, tn+1) − U(x, tn)]dx+∫ tn+1

tn

[f(U(xi+1/2, t)) − f(U(xi−1/2, t))]dt (145)

0 = ∆x[Un+1
i − Un

i ] +

∫ tn+1

tn

[f(U(xi+1/2, t)) − f(U(xi−1/2, t))]dt (146)

⇒ Un+1
i = Un

i +
1

∆x

∫ tn+1

tn

[f(U(xi+1/2, t)) − f(U(xi−1/2, t))]dt . (147)

We see here that the technical problem comes from the integral which value is, a priori,
unknown. However, if the time-step is small enough, one can consider that the interfaces
at xi±1 is a Riemann Problem (see following paragraph), for which the mean value of the
integral, f?(UL, UR), is known analytically and depends only on the initial value on the left
and right side of the interface, UL and UR:

•
∫ tn+1

tn

f(U(xi−1/2, t))dt = ∆tf
?(Un

i−1, Un
i ) (148)

•
∫ tn+1

tn

f(U(xi+1/2, t))dt = ∆tf
?(Un

i , Un
i+1) . (149)

We finally obtain:

Un+1
i = Un

i +
∆t

∆x

[
f?(Un

i−1, Un
i ) − f
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i , Un

i+1)
]

. (150)

Riemann problem The Riemann Problem is following: consider two half space that
meet in x = 0, the initial conditions being given by:

UL =




ρL

ρLuL

eL


 , UR =




ρR

ρRuR

eR


 , (151)

where subscripts stand for left and right.
There exists an analytical solution to the Euler equations for this set of initial conditions

(see Chapter 4 of Toro, 1997) which allows us to have an analytical expression for f?, how-
ever it involves solving a transcendental equation, which is numerically long. This is why
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numericists usually prefer approximate solutions given by a Riemann solver. The one we
use in Ramses is the Harten-Lax-Van Leer Contact Riemann solver (HLLC). More details
can be found in Chapter 10 of Toro, 1997.

6.1.2 Gravity

In §6.1.1, we neglected gravity to focus on the different techniques used to solve the hydro-
dynamical equations. However, gravity is fundamental to understand formation, growth
and evolution of galaxies, thus must be included.

6.1.2.1 Poisson equation

The gravity force felt by matter can be obtained through the gradient of the gravitational
potential, φ, that can itself be obtained with the Poisson equation:

∆φ = 4πG ρ , (152)

where G is the gravitational constant and ρ is the total density of gas, stars and dark matter.
To numerically solve this equation, we can again use the grid structure of Ramses. If φi and
ρi are the potential and density in cell i, and if we consider a 1D problem, Eq. (152) can
numerically be written:

1

∆x2




−2 1 0 0

1 . . 0

0 . . 1

0 0 1 −2







φ1

.

.

φN




= Aφ = 4πG




ρ1

.

.

ρN




, (153)

N corresponding to the number of cells.
Since A is symmetrical, there exists a basis of normal eigenvectors of A in which A is

diagonal and easily inversible, therefore in which the expression of φ is easy to obtain.
However, in the general 3D case, A is a large 6D tensor and inversing it is a difficult task.

Instead, we use an approximate solution, obtained iteratively, which is sufficiently good
for the problem we want to solve. We define:

f(x) =
1

2
xTAx− 4πG ρTx , (154)

which is at minimum for x = φ. Indeed, f ′(x) = (Ax− 4πG ρ)T , and from Eq. (153), f ′(φ) =
0. With this, we transformed a matrix inversion problem into a minimization problem.
Starting with an initial "guess" for φ, φ(0) = 4πG ρ(∆x)2, and using an iterative approach ,
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the exact solution to f ′(x) = 0 can be found in N steps. As this number can be very large,
in practice, we stop when |f ′(φ(k+1)) − f ′(φ(k))| < ε, where ε is the resolution needed.

6.1.2.2 N-body solver

We have discussed in §6.1.1 how to follow the dynamics of gas using the grid available in
Ramses, however, dark matter and stars, because they form a collisionless system, cannot
be treated the same way. Instead, we use particles, which only feel gravity and are moved
through Newton’s law:

dv
dt

= −∇φ . (155)

Here, we detail how we numerically integrate this equation. At time tn, φ(r, tn) is computed
as explained in §6.1.2.1. Then, a classic strategy to go from tn to tn+1 would be the use of
an Euler integrator. During tn+1 − tn = ∆t, the position r and velocity v are updated as:

• rn+1 = rn + vn∆t

• vn+1 = vn − (∇φ) (xn, tn)∆t

The well known issue with the Euler integrator is that it is not symplectic, i.e., it does not
conserve the energy of the system. For this reason we use the simplest symplectic integrator,
which is not much expensive than the Euler one, the leap-frog (or kick-drift-kick). During
tn+1 − tn = ∆t, the position r and velocity v are updated in three steps:

1. rn+1/2 = rn + vn∆t2

2. vn+1 = vn − (∇φ) (xn+1/2, tn)∆t

3. rn+1 = rn+1/2 + vn+1 ∆t2

6.1.2.3 Particle deposition

We have seen in §6.1.2.1 how to use the grid structure available in Ramses to compute the
gravitational potential. However, as stars and dark matter are particles (§6.1.2.2), their mass
is initially not “on the grid”. Therefore Poisson equation cannot be solved properly. Several
techniques exists to perform this deposition (Nearest Grid Point, Triangular Shaped Cloud)
but the one used in Ramses is the Cloud In Cell (CIC) deposition, a trilinear interpolation
of the deposition, illustrated in Fig. 42.
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6.2 an adaptive code

Until now, we have described how numerically integrate the equations which describe the
main components of our Universe. At each passage in the time-loop the following steps are
done:

1. Deposit the mass of dark matter and stars onto the grid to obtain the total density in
each cell (§6.1.2.3).

2. Given the total density, compute the gravitational potential (§6.1.2.1).

3. Given the potential, update the position and velocity of dark matter and stars (§6.1.2.2),
update the density, velocity and energy of gas in each cell (§6.1.1.2).

Unfortunately, computing power is not infinite and we cannot always afford the spatial or
temporal resolution wanted. To overcome this issue different techniques are used.

6.2.1 Adaptive Mesh Refinement

In grid-based codes, the different properties of the fluid (at least 6, more if metals, dust,
magnetic fields, cosmic rays or radiation... are included) are stored in cells which sample
the box of the simulation. The amount of numbers N we need to store for a volume L3 with
a resolution ∆x is given by:

N ∼ 6

(
L

∆x

)3
. (156)

As each numbers are stored on 8 bytes, the amount of memory M needed is:

M ∼ 8N bytes ∼ 48 bytes
(
L

∆x

)3
. (157)

For a reasonable patch of universe, say L = 100Mpc , while resolving the interstellar
medium, i.e., having a resolution of ∆x = 10pc , this represents 4.8× 1013 GB, much more
than what is available on the most powerful supercomputer available on Earth.

To overcome this issue, some cells of the grid are refined to a better resolution, but not
all (see Fig. 43). This considerably reduces the total number of cells while not affecting too
much the results, indeed, as we have seen in Chapter 1, the Universe is mostly empty, and
we are interested in the dense regions (filaments, galaxies etc...). For this reason, refined
cell are usually the ones containing the most mass but, in principle, any criterion can be
used (pressure gradient, density etc...).

Although the idea is fairly simple, the numerical implementation is much more difficult
than in the fixed grid situation. We use the sketch in Fig. 44 to describe how to translate
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Figure 43: AMR used to resolve the airflow around planes. Interesting turbulent regions (red) are
refined at maximum while empty laminar regions (dark blue) have a coarser resolution.

Figure 44: AMR in Ramses. Everything happens “as if” all cells had neighboring cells of the same
level.
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the techniques described for fixed grids in §6.1.1 and §6.1.2 to an adaptive grid. In this
situation, there are 3 levels (lmin in blue, lmin + 1 in red and lmin + 2 in green). Note that,
as Ramses does, we force that two neighboring cells have at maximum one level difference
(blue/green interface is not possible).

Different cases can occur. If all the neighboring cells are at the same level (two examples
are marked in pink): fluxes and gravity can be computed as if the grid was uniform, this
is the easy case. On the contrary, if some neighboring cells are at different levels (three
examples are marked in yellow), it is more complicated. The idea is to add “fake cells”
(transparent on our sketch) so that everything happens “as if” the grid was uniform. The
simplest technique is to group cells of finer level to produce a larger cell with the mean
properties, and to assume that a cell of the coarser level is split-up into cells of the finer
level. In the end, everything happens “as if” all cells had neighboring cells of the same
level.

6.2.2 Adaptive timestep

When moving particles on the grid or solving the hydrodynamical equations, we always
assumed that the timestep ∆twas fixed. However, it is clear that the value cannot be chosen
arbitrary. Here are the different conditions imposed for each cell with size ∆x in Ramses:

• The free-fall time, tff =
√
3π/(32G ρ), with ρ the density of the cell, must be resolved:

∆t < tff.

• Particles in the cell, moving at v cannot cross more than one cell in one timestep:
∆t < ∆x/maxparticles(v).

• Gas with speed u and sound speed cs cannot cross more than one cell in one timestep:
∆t < ∆x/(u+ cs).

• For cosmological simulations, the expansion factor a cannot vary by more than 10%:
∆t < 0.1× a/ •a.

In the end the timestep of cell i, ∆ti, is the minimum between these three (four for cosmo-
logical simulations) timesteps, and the global timestep of the simulation ∆t is the minimum
between these ∆ti.

Again, on a grid with various levels, as some constraints depend on ∆x, i.e. the size
of the cell, it is clear that the timesteps of finer cells (∆tlmin+2 using our sketch Fig. 44)
will be shorter than the ones of coarser grid (∆tlmin

using our sketch Fig. 44). However, it
would be a waste of time to use ∆tlmin+2 to update the quantities of cells at level lmin... The
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Δtlmin+1

Δtlmin+2

Δtlmin = Δt

t t + Δt
Figure 45: Timestep in Ramses, finer cells are evolved before coarser cells.

approach is therefore to compute the global coarse timestep ∆t, using rescaled timesteps
for finer levels, in our example:

∆t = min(20∆tlmin
, 21∆tlmin+1, 2

2∆tlmin+2
...). (158)

And then to use this ∆t to update level lmin, ∆t/2 for level lmin+ 1, ∆t/22 for level lmin+ 2
etc... in the order described in Fig. 45.

6.2.3 Domain decomposition

Usually, even if we use the AMR, the computing time remains very high because com-
puters can only perform a fixed amount of operations per second. To overcome this issue,
we decompose space into different volume, as described in Fig. 46, and make each pro-
cessors evolving the calculation on this domain with the method described in the Sections
above. Note that this involves communications between processors at boundaries, as it is
mandatory to know the properties of neighboring cells.

6.3 subgrid physics

Even with all the techniques described in §6.2, we cannot always achieve the resolution
wanted. And some processes, important to understand galaxy evolution, are always below
resolution. For this reason, astrophysical codes rely on “subgrid physics”, that is physics
which is (sometimes poorly) understood, which is relevant, but which we cannot resolve.
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Figure 2: Domain decomposition of the unit square for a 322 grid over 7 processors using the
Peano-Hilbert space-filling curve shown as the continuous line.

26

Figure 46: Domain decomposed, with the Peano-Hilbert curve, in 7 different domains. Taken from
the Ramses User Guide.

In general, the subgrid physics used in numerical simulations has more impact than the
gravity or hydrodynamical solver used. In this Section, we detail the subgrid physics used
in Ramses.

6.3.1 Cooling and Heating

For metal rich gas, or gas hot enough to begin to collisionally ionize hydrogen (T > 104 K ),
various atomic processes (recombination, collisional excitation and subsequent decay or
Bremsstrahlung) are accompanied with the emission of photons, resulting in a loss of en-
ergy, and therefore of a decrease of the temperature: this is cooling. As these are two-body
processes, the loss of energy per unit volume and time, i.e. the cooling rate L, scales as the
square of the number density n, and is usually written:

L = n2Λ(T ,Z) , (159)

where Λ is the cooling function and, at first order and in equilibrium, depends on the
temperature T and metallicity Z. Codes such as Cloudy (Ferland et al., 1998) compute all
the different processes resulting in loss of energy, for different T and Z, different species
etc... We show an example in Fig. 47.

In practice, in Ramses, we use the cooling functions from Sutherland and Dopita, 1993,
including contribution of hydrogen, helium and metals above 104 K , and from Rosen and
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A.J. Benson / Physics Reports 495 (2010) 33–86 41

Fig. 1. Cooling functions for gas in collisional ionization equilibrium are shown as a function of temperature. The solid line corresponds to gas of primordial
composition, while the dashed line corresponds to gas of Solar composition.

Fig. 2. A comparison of cooling functions for gas in collisional ionization equilibrium (upper panel) with effective cooling functions for gas in which the
time-dependent ionization state is computed throughout the cooling (lower panel). Line types indicate different metallicities (shown in the upper panel,
values in units of Solar metallicity), while IB and IC labels indicate whether the gas was assumed to be cooling isobarically or isochorically. The primary
coolant at each temperature is indicated in the upper panel.
Source: Reproduced with permission from Gnat and Sternberg, 2007.

Figure 47: Cooling function as a function of temperature for a gas of primordial composition (solid
line) and of Solar composition (dashed). Taken from Benson, 2010.

Bregman, 1995 below, down to 10K . At each timestep, given the temperature T , metallicity1

Z and density ρ measured in each cell, the variation of total energy per unit volume e
during the timestep ∆t is:

∆e = −

(
ρ

µmp

)2
Λ(T ,Z)∆t , (160)

where µ is the mean molecular weight (1.25 for pristine gas and 0.7 for fully ionized gas)
and mp the proton mass.

In addition, as discussed in Chapter 1, at some point, the Universe is fully reionized by
the uniform UV background. As we do not track radiation emitted from stars nor AGNs,
we have to add this background, source of energy and resulting in heating, by hand. Below
z ∼ 8.5, each cells total energy is increased by H∆t where H is computed following Haardt
and Madau, 1996.

6.3.2 Star formation

In the early Universe, there were no stars, whereas today galaxies are full of them. It is
therefore important to include star formation if we want to understand galaxy evolution.
In simulations, resolution is typically (for the best) pc whereas a star radius is typically

1 The metallicity is modeled as a passive variable, moving with the flow and enhanced when a supernovae
explode.
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10−8 pc . Therefore, we are far from resolving single stars. For this reason, stars are imple-
mented as stellar particles (see §6.1.2.2), of mass m? & 103 M� , which typically sample the
initial mass function and represent a population of stars.

Observationally, it has been shown that the surface star formation rates,
•
Σ?, correlates

well with the gas surface density, Σgas. Although there are many observational problems,
coming from the fact that different tracers for star formation (Hα, UV, IR etc...) do not
necessarily converge or that the gas surface density is hard to measure, the Kennicutt Law
(Kennicutt, 1998) can be written as following:

•
Σ? = (2.5± 0.7)× 10−4

(
Σgas

M� pc −2

)1.4±0.2
M� yr −1 kpc −2 (161)

Theoretically, this relation was expected: gas, under its own gravity, collapses to form
stars. This suggests a correlation between the star formation rate and the gaseous density.
To be more precise, Schmidt, 1959 expressed the star formation rate (per units volume),

•
ρ?,

as the ratio between the density ρgas and the time taken for a spherical gaseous sphere to
collapse under its own gravity tff =

√
3π/(32G ρ), this yields:

•
ρ? = ε

ρgas

tff
(162)

where ε ∼ 1% is the star formation efficiency and has been calibrated to recover observa-
tions. This has been implemented in Ramses by Rasera and Teyssier, 2006: at each timestep
∆t and in each cell containing a gas mass mgas = ρgas∆x

3, N stellar particles are formed,
where N is drawn from a Poisson distribution:

P(N) =
λN

N!
e−λ (163)

with λ = ε∆t/tffmgasm?. Consequently, the mean mass of stars formed between t and
t + ∆t is λm? = ∆t∆x3

•
ρ?, where

•
ρ? is computed using Eq. (162) and the star formation

rate computed is correct. An additional criterion is used, indeed, if only Eq. (162) is used,
stars can form everywhere, which is not what we see in the sky. For this reason a threshold
density is used, ρ0, and stars are allowed to form only if the density is above this value.

There has been a massive use of this implementation (Dubois et al., 2012; Dubois et al.,
2014; Dubois, Volonteri, and Silk, 2014) however, better computers allowed to increase res-
olution and better understanding of star formation led to the development of more sophis-
ticated models (Krumholz, McKee, and Klein, 2004; Federrath and Klessen, 2012; Kraljic
et al., 2014). In particular, Federrath and Klessen, 2012 presents several models solving the
following main issues we have when simply using the Schmidt law:
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• The criterion based on the density to allow for star formation is quite arbitrary and
strongly resolution dependant.

• The density is not the only parameter that should play a role, a more physical model
for star formation would take into account the turbulence in the gas or the magnetic
fields.

• There are no reason to consider the star formation efficiency constant.

We summarize here the implementation of multi-ff PN model presented in Federrath and
Klessen, 2012, which (partly) solves these issues. The idea is to keep the Schmidt law but
hide all the physics in ε, which is not anymore constant and vary with the local properties
of the fluid. They find, for the hydrodynamical case, without including magnetic fields:

ε =
1

4φt
exp

(
3

8
σ2s

)[
1+ erf

(
σ2s − scrit√

2σ2s

)]
, (164)

with:

scrit = ln
(
0.067× θ−2αvirM

2
)

(165)

σ2s = ln
[
1+ b2M2

]
(166)

where M = u/cs is the Mach number (u is the speed of gas in each cell and cs the local
sound speed); αvir = 2Ekin/Egrav is the Virial parameter (Ekin = 1/2u2 is the specific kinetic
energy in each cell and Egrav = 3/5G ρ(∆x)2 is the specific gravitational energy); and the
parameters 1/φt = 0.49, θ = 0.97 and b = 0.4 have been fitted to recover very high resolu-
tion simulations of molecular clouds, where the star formation is resolved and not treated
as a subgrid model.

This prescription has the advantage of not being strongly dependent of the density
threshold chosen. If it is very low then, in very dense regions dominated by gravity the
efficiency is very high and in lower dense region, though above the threshold, the effi-
ciency can be vanishingly small. Moreover, because the efficiency depends on the local
properties of the fluid, star formation much clumpier, in better agreement with the idea of
star nurseries that we observe (see Fig. 48).

6.3.3 Supernovae feedback

When massive stars have burned all their fuel, gravity overcomes radiative pressure result-
ing in an explosion: this is a supernovae2. From an observational perspective, the tremen-
dous amount of energy released (2× 1050 erg for a 10 M� star) can completely outshine

2 We consider only Type II supernovae, as the energy released in Type I A is lower.
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2.3 simulations de galaxies 45

inférieures à ∆x, le nouveau modèle de formation stellaire de De-
vriendt et al. modifie le critère de stabilité en définissant une longueur
de Jeans turbulente,

λJ,t =
πσ2

gas +
√

36πc2
s∆x2ρ + π2σ4

gas

6Gρ∆x
. (2.22)

Si ∆x ! λJ,t, alors le gaz dans la cellule de taille ∆x peut continuer à
s’effondrer jusqu’à ultimement former des étoiles. En raison de l’ajout
d’un terme de turbulence, ce modèle est décrit comme gravoturbulent
ou thermoturbulent.

Figure 2.8 – Comparaison des deux modèles de formations d’étoiles. À
gauche, le modèle classique en densité, et à droite le modèle
gravoturbulent.

La figure 2.8 compare deux simulations de galaxies isolées iden-
tiques en tout point (conditions initiales, feedback des supernovae, re-
froidissement radiatif, . . . ) sauf pour la formation d’étoile. À gauche,
le critère standard de densité a été utilisé, tandis que l’image de droite
correspond au modèle d’effondrement gravoturbulent. Le critère en
densité a tendance à permettre la formation d’étoiles dans des ré-
gions plus étendues et de manière plus uniforme dans le disque, au
contraire du modèle gravoturbulent qui ne permettra de former des
étoiles que dans les nuages gravitationnellement liés.

2.3.3.2 Feedback des supernovae

Les étoiles massives (! 8 M⊙ ) finissent leur vie en explosant en su-
pernovae, relâchant ainsi une grande quantité d’énergie et de masse
dans le milieu environnant. L’accumulation des ondes de choc (blast
waves) produites par les supernovae va pouvoir générer des vents
à l’échelle galactique, participant ainsi à l’enrichissement en métaux
du milieu intergalactique. L’ensemble de l’injection d’énergie, de mo-
ment angulaire, de métaux, etc. est généralement regroupée sous le
terme de feedback des supernovae.

Figure 48: Exact same simulation run with the classical model for star formation (left) and the
one adapted from Federrath and Klessen, 2012 (right). In the more physically motivated
model, star formation is clumpy, as in real galaxies. Courtesy of Maxime Trebitsch.

Figure 49: Same patch of the sky observed with a 3 month interval. A supernovae has exploded,
outshining the entire galaxy. Taken from spacetelescope.org.

https://www.spacetelescope.org/images/opo0423b/
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the host galaxy (see Fig. 49). From a theoretical perspective, the tremendous amount of
energy released can affect the entire galaxy, heating the surrounding gas, releasing met-
als increasing the metallicity etc... All these processes are usually synthesized in the word
feedback.

Similarly to star formation, feedback begins with single stars, therefore is far to be re-
solved in simulations and has to be treated as a subgrid model. Many attempts to simulate
this have been done (Katz, 1992; Stinson et al., 2006; Dalla Vecchia and Schaye, 2012) releas-
ing the energy either in thermal energy or kinetic energy. However, reality is more subtle
and, in principle, there should be a fraction of the energy deposited of kinetic energy and
the rest of thermal energy. Kimm and Cen, 2014 considers two distincts phases following a
supernovae explosion:

1. The Sedov blastwave, just after the explosion, during which the shell swept up by the
supernovae expands adiabatically. In this situation, cooling has not been efficient yet
and both the energy and momentum are conserved. Analytical results of the Sedov
solution can be used to estimate the fraction of kinetic and thermal energy deposited.

2. The snow-plow phase, when cooling has been efficient enough so that the energy has
decreased. In this situation only momentum is conserved.

The transition between these two regime is obtained following the works of Blondin et
al., 1998: if we consider χ as the ratio between the swept-up mass and the initially ejected
mass, there exist a critical value for which we are in the Sedov phase or in the snow-plow
phase. Additionally, Blondin et al., 1998 provided an expression for the amount of energy
and momentum to deposit in the snow-plow phase.

6.3.4 Black holes

BHs have been the main topic of this Thesis, and therefore have to be included in our
numerical simulations to track their dynamics, growth and effect on their surrounding
galaxy. Again, the typical size of the BH (the Schwarzschild radius) is much smaller than
our resolution, and BHs have to be treated as subgrid physics. We briefly describe here our
implementation from Dubois et al., 2012.

In Ramses, similarly to dark matter and stars, BHs are modelled as a particle. Around
the BH, “cloud particles” are uniformly displaced in a sphere of radius 4∆x and separated
by 0.5∆x (about 2000 particles). These cloud particles are test particles, i.e. have a zero
mass, and are used to sample the properties of surrounding gas, which will be needed to
compute the accretion rate.
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6.3.4.1 Formation

The formation of BHs is still poorly understood (Volonteri and Bellovary, 2012) and there-
fore, our seeding model is extremely simple, although some better implementation for
Ramses exist (Habouzit, Volonteri, and Dubois, 2017).

In each cell, if the stellar and gas density are larger than a threshold (we usually chose
ρtr = 100amu cm −3), and if no BH already exists within rmin = 50 kpc , a BH with its
cloud particles is seeded with a mass M• ,seed. The last condition is used to avoid forming
multiple BHs in galaxies.

Consequently, we have here 3 free parameters: ρtr and rmin, constant in all the simula-
tions performed during this Thesis, and M• ,seed which we vary between 104 and 105 M� .

6.3.4.2 Growth

Once the BH is seeded, it is allowed to grow through Bondi accretion (see §1.2.1). For this,
we need the mean density ρ̃, sound speed c̃s and relative speed of the BH with respect to
surrounding gas ũ, this is where cloud particles are used.

Consider for example ρ̃. Each cloud particle i is in a cell with density ρi and at a distance
ri from the BH. ρ̃ is computed as:

ρ̃ =
∑

ρi exp

(
−
r2i
r2•

)
, (167)

where:

r• ≡


∆x
4 if rB < ∆x

4

rB if ∆x4 < rB < 2∆x

2∆x if 2∆x < rB

(168)

with rB ≡ G M• /cs is the Bondi radius measured at the location of the BH.
From this, the Bondi accretion rate can be computed. Note that, due to our inability to

resolve the dense cold (large ρ, low cs) regions around BHs, the accretion rate computed
as is can be underestimated. For this reason, it is boosted by a density dependent factor
introduced by Booth and Schaye, 2009:

α = max(
(
ρ̃

ρα

)2
, 1) , (169)

where ρα is a free parameter.
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Finally, the accretion rate is capped at the Eddington rate corresponding to the accre-
tion rate leading to a luminosity for which radiative pressure is larger than gravity in a
spherically symmetric homogeneous medium:

•
MEdd =

4πG M•mp

εrσTc
, (170)

where mp is the proton mass, εr ∼ 0.1 the radiative efficiency (the value depends on the
spin of the BH, but with mean 0.1), σT is the Thompson cross-section and c the speed of
light.

All this adds only one free parameter, ρα which we varied during this Thesis as:

ρα = 500amu cm −3

(
∆x

pc

)−1

. (171)

6.3.4.3 Feedback

As discussed in §1.2.1, a fraction of the mass accreted is radiated, heating and pushing
the surrounding gas. Similarly to supernovae feedback, the energy can be deposited either
through kinetic energy either through thermal energy (Combes, 2015).

It is believed that AGNs with low accretion rates (eddington ratio lower than 3%) launch
jets which which mostly deposit kinetic energy (jet/radio mode), while at higher accretion
rates, the energy is deposited through thermal energy (thermal/quasar mode) by winds
(Merloni and Heinz, 2008). In Ramses, both modes are implemented.

In both cases, the energy deposited during t and t+∆t is:

EAGN = εrεf
•
M•c2∆t , (172)

where εf is the coupling efficiency, indicating how does the energy released couple with
the gas. It is a free parameter (0.15 for thermal mode and 1 for jet mode) tuned to recover
the M• − σ relation (Kormendy and Ho, 2013).

For the thermal mode, the energy is uniformly distributed in all cells within rAGN ≡ 4∆x
from the BH.

For the jet mode, we assume a cylindrical bipolar jet centered on the BH, with radius
and height rAGN. Its direction is parallel to the angular momentum of surrounding gas L,
computed with cloud particles as:

L =
∑

ρiri × vi , (173)
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where ri and vi are respectively the distance and velocity of the gas cell, hosting the cloud
particle i, relative to the BH. The energy deposited depends on the radial distance to the
axis of the cylinder:

E(r) = ψ(r)EAGN (174)

= ψ(r)εrεf
•
M•c2∆t , (175)

where:

ψ(r) ∝ exp

(
−

r2

r2AGN

)
, (176)

and sums up to 1 over the whole cylinder.
The momentum deposited depends on the radial distance to the BH and is:

•
pJet(r)∆t =

•
MJet(r)∆t× uJet(r) , (177)

where
•
MJet(r) and uJet(r) are respectively the mass deposited and its speed.

As all the energy is deposited through kinetic energy, we have:

E(r) =
1

2

•
MJet(r)∆t× u2Jet(r) (178)

= ψ(r)εrεf
•
M•c2∆t . (179)

At our resolution (the jet is launched up to 4∆x ∼ 100pc ), similarly to supernovae ex-
plosion, mass has been swept up and the speed has greatly decreased. For this reason, we
arbitrary introduce a mass–loading factor η = 100 corresponding to the enhancement of
the mass deposited with respect to the one deposited close to the BH:

•
MJet(r) = ηψ(r)

•
M• , (180)

which immediately leads to:

uJet(r) =

√
2εrεf

η
c (181)

∼ 104 km s −1
( εr
0.1

)1/2 ( εf
0.15

)1/2 ( η

100

)−1/2
. (182)

All this introduces three new free parameters: rAGN = 4∆x, εf = 0.15 (= 1) for the
thermal (jet) mode and η = 100, which we did not vary during this Thesis. We adopted the
reference value from Dubois et al., 2012.
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6.3.4.4 Dynamical friction

As explained in Chapter 2, dynamical friction is important to understand the dynamics of
BHs.

In Ramses, dynamical friction from gas following Ostriker, 1999 analytical estimate has
been implemented by Dubois et al., 2012. An additional force is added to BHs:

FDF,gas = fgas4π
ρ̃G 2M• 2

c̃2s
, (183)

where fgas is a fudge factor depending on the Mach number (Ostriker, 1999; Chapon, Mayer,
and Teyssier, 2013) and α is the boost factor discussed in §6.3.4.2. During this Thesis, we
adopted α = 1 in our simulations, but this parameter seems to greatly affect the growth of
BHs and further studies are needed to fully understand its effects.

In addition to gas dynamical friction, we use the dark matter/stellar dynamical friction
presented in §2.3.2.

6.3.4.5 Mergers

Some groups (Di Matteo et al., 2012; Davé et al., 2019) run a halo finder on the fly, and
automatically merge BHs which are in the same galaxy. This leads to instantaneous mergers
while this process can take several Gyr (Tremmel et al., 2015; Pfister et al., 2019a).

In Ramses, we do not adopt this approach, following the dynamics of BHs separately
until they are separated by 4∆x. In this situation, if the gravitational energy of the binary
is larger than the kinetic energy, BHs are merged.

6.4 initial conditions

Ramses solves the hydrodynamical and gravity equations with additional subgrid physics.
However, at the beginning of simulations, initial conditions have to be given. We briefly
detail here how we proceeded during this Thesis.

6.4.1 Cosmological simulations

At high redshift, the Universe was mostly homogeneous, with small perturbations well
approximated by a gaussian random field.
Music (Hahn and Abel, 2013) is made to produce high redshift conditions (z ∼ 100) which

depend on the cosmology chosen (H0, Ωb,0 etc...) and produces outputs directly readable
by Ramses.
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This allows to simulate a patch of Universe from z ∼ 100 down to current time (or higher
z if the computational power needed is too large). Note that in this situation, the size of the
box evolves with time following Friedman–Lemaitre equations to simulate the expansion
of the Universe.

6.4.2 Ideal simulations

Running a cosmological box with hundreds of thousands of galaxies is sometime too com-
putationally expensive and lack the resolution needed to study in details some processes.
In this situation, one can decide to initialize one or more galaxies with different masses,
density profiles, positions, velocities etc...
Dice (Perret, 2016) is made to produce isolated stable galaxies in hydrostatic equilibrium

which can then be placed at different position/velocity in a box, to simulate a galaxy merger
for instance. Again, conveniently, the outputs of Dice can be read by Ramses.

We insist here that, initializing ideal simulations is slightly more technical than cosmo-
logical simulations. The reason is that the initial conditions are at hydrostatic equilibrium
but, as soon as read by Ramses, cooling takes place and galaxies collapse. This leads to a
burst of star formation (see Rosdahl et al., 2017 for instance) which is soon after followed
by supernovae explosions, possibly destroying the disk. Some fine tuning on the mass of
galaxies or the density profiles have to be made to overcome this issue.

6.5 the smoothed particle hydrodynamics code gasoline

Many different codes exist to solve the hydrodynamical equations (GADGET, Springel, 2005
– ChaNGa, Menon et al., 2015 – Gizmo, Hopkins, 2015 etc...). This is mandatory to make
comparisons between different codes and be confident in our results.

During this Thesis, we also used Gasoline (Wadsley, Stadel, and Quinn, 2004) which,
contrary to Ramses, does not use a grid but a Lagrangian approach with gas particle mov-
ing with the fluid (see Springel, 2014 for details). Each particles at position ri carry the
hydrodynamical quantities Fi and, at position r, F can be computed as:

F(r) =
∑

FiW(|r − ri|,hi) , (184)

where W is the kernel function, hi is the smoothing length (resolution) and, usually the
sum is performed on the 32 or 64 closest neighbors. The resolution is adaptive in the sense
that hi is shorter when particles are grouped, and vice versa.

Gravity is computed with a tree code: a grid in which each cell contains one particle
is built. Then, a critical angle θcrit is defined so that particles in cells with angular size
θ < θcrit are grouped. For instance, using the sketch of Fig. 50, particles in the cell with
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θ < θcrit

θ > θcrit

Figure 50: Sketch of the tree code used in Gasoline.

angular size defined by the dashed lines are consider as one more massive particles. Instead
of having to compute N2/2 forces for N particles, one can show that the complexity of this
algorithm is O(N logN) resulting in a much faster code.

The subgrid physics is slightly different than in Ramses (see Gabor et al., 2016, for a
comparison) and details about the implementation can be found in:

• Shen, Wadsley, and Stinson, 2010 for the cooling ;

• Stinson et al., 2006 for star formation and supernovae feedback ;

• Bellovary et al., 2010 for BH accretion and feedback.



7
H Y P E R B O L I C E N C O U N T E R S

Research is like a house: solid foundations are required to get a step further, and it is from
adding small pieces all together that complexity arises. In this Thesis, we used the simple
results from hyperbolic encounters to understand Bondi–Hoyle accretion (see §1.2.1), dy-
namical friction (see §2.1) and express the relaxation timescale (see §4.1.3). For this reason,
an excellent understanding of this simple problem is needed. We derive all the results in
this Appendix.
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Figure 51: Sketch of a hyperbolic encounter, geometry used is cylindrical.

7.1 a simple problem with a simple equation

The problem is sketched in Fig. 51: two particles with masses m? and M• , at position r?
and r• and moving with velocity v? and v• interact. The goal is to compute the dynamics
of the two bodies.

We begin by writing Newton’s law for both particles:

m?
dv?

dt
= −

G M•m?

|r? − r•|2
r? − r•
|r? − r•|

(185)

M•
dv•
dt

=
G M•m?

|r? − r•|2
r? − r•
|r? − r•|

. (186)

Considering the relative position of m?with respect to M• : r ≡ r? − r• with velocity
V ≡ v? − v•, after some simple transformation, we find:

dV
dt

= −
G (M• +m?)

r2
r
r

(187)

from which we immediately obtain that the angular momentum L ≡ r×V is conserved.
This implies that the dynamics is coplanar, justifying our sketch in Fig. 51, and we shall
now use cylindrical coordinates (r, θ, z), for which we have:

L = r2
•
θez (188)

d
dt

=
d

dθ
dθ
dt

=
d

dθ
× L

r2
(189)
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At t = 0, we assume that the distance between the two particles is infinite, with an
impact parameter b and a velocity V0 = V0v̂, resulting in an angular momentum L = −bV0.
Projecting Newton’s law over er, we have:

r̈− r
•
θ
2

= −
G (M• +m?)

r2
(190)

⇔ L2
d

dθ

(
1

r2
dr
dθ

)
−
L2

r
= −G (M• +m?) . (191)

The last equation in r depending on θ is the one we solve in the following.

7.2 a simple problem with a simple solution

7.2.1 Distance between the two particles

Using Binnet’s transformation u ≡ 1/r, we have:

d2u
dθ2

+ u =
G (m? + M• )

L2
(192)

leading to:

u = A cos(θ− θ0) +
G (m? + M• )

L2
(193)

=
1

r
, (194)

with A and θ0 integration constants. Additionally, we can express:

dr
dt

=
d
dt

(
1

u

)
(195)

= LA sin(θ− θ0) . (196)

We now use the initial conditions to obtain the integration constants. At t = 0, v̂ = −er

and θ = π. From Eq. (193) and Eq. (196) , given our initial conditions, this yields:

0 = −A cos(θ0) +
G (m? + M• )

L2
(197)

−V0 = LA sin(θ0) , (198)
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from which we obtain:

tan(θ0) = −
V0L

G (m? + M• )
(199)

=
bV20

G (m? + M• )
. (200)

From Eq. (193) it is clear that u (r) is maximum (minimum) for θ = θ0, say r(θ0) = rmin. As,
in this situation we also have dr/dt = 0, by energy conservation this yields:

1

2
V20 =

1

2

L2

r2min
−

G (m? + M• )
r2min

(201)

which unique positive solution is:

rmin =
G (m? + M• )

V20


−1+

√
1+

b2V40
G 2(m? + M• )2


 . (202)

Injecting this in Eq. (193) leads to:

A =
1

rmin
−

G (m? + M• )
L2

(203)

=
G (m? + M• )

b2V20

√
1+

b2V40
G 2(m? + M• )2

. (204)

With Eq. (193), Eq. (200) and Eq. (204) we have the expression of the distance between
the two particles.

7.2.2 Variation of the velocity

We are also interested in how the velocities ofm? and M• vary between t = 0 and t = +∞.
Clearly, the problem is symmetrical with respect to θ0 and the deflection angle is:

θdef = −π+ 2θ0 . (205)

This means that for θ0 = π/4, i.e. b = G (m? + M• )/V20 ≡ rdef (see Eq. (200)), m? is
deflected by 90◦, and we introduced the deflection radius rdef.

At t = +∞, through energy conservation, the final speed is V0 and the variation obeys:

∆V‖ ≡ ∆V · v̂ = cos(θdef)V0 − V0 (206)

∆V⊥ ≡ ∆V · ŵ = − sin(θdef)V0 . (207)



7.2 a simple problem with a simple solution 115

After some calculations:

∆V‖ = −2V0

[
1+

b2

r2def

]−1
(208)

∆V⊥ = −V0
2b

rdef

[
1+

b2

r2def

]−1
. (209)

In the limit b >> rdef, particles do not interact and the variation of velocity is zero.
If one wants to estimate the variation in v•, by combining Eq. (185) and Eq. (186), we

obtain:

d
dt

(m?v? + M• v•) = 0 (210)

⇒ m?∆v? + M•∆v• = 0 (211)

⇒ ∆v• = −
m?

m? + M•
∆V , (212)

where we have used that ∆V = ∆v? −∆v•. In the end, this yields:

∆v•,‖ ≡ ∆v• · v̂ = V0
2m?

m? + M•

[
1+

b2

r2def

]−1
(213)

∆v•,⊥ ≡ ∆v• · ŵ = V0
b

rdef

2m?

m? + M•

[
1+

b2

r2def

]−1
. (214)
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