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We present the results of a comprehensive set of simulations designed to quantify the selection
function of the Bright SHARC survey (Romer et al. 2000a) for distant clusters. The statistical
signi�cance of the simulations relied on the creation of thousands of arti�cial clusters with
redshifts and luminosities in the range 0:25 < z < 0:95 and 0:5 < LX < 10 � 1044 erg s�1

(0.5�2.0 keV). We created 1 standard and 19 varied distribution functions, each of which
assumed a di�erent set of cluster, cosmological and operational parameters. The parameters
we varied included the values of 
0, 
�, �, core radius (rc) and ellipticity (e). We also
investigated how non-standard surface brightness pro�les (i.e the Navarro, Frenk & White
1997, NFW, model); and cooling 
ows, in
uence the selection function in the Bright SHARC
survey. For our standard set we adopted the parameters used during the derivation of the
Bright SHARC Cluster X-ray Luminosity Function (CXLF, Nichol et al. 1999, N99), i.e.

0 = 1, 
�=0 and an isothermal � model with �=0.67, rc=250 kpc and e = 0:15. We
found that certain parameters have a dramatic e�ect on our ability to detect clusters, e.g. the
presence of a NFW pro�le or a strong cooling 
ow pro�le, or the value of rc and �. Other
parameters had very little e�ect, e.g. the cluster ellipticity. We show also that all the tested
parameters have only a small in
uence on the computed luminosity of the clusters (recovered
luminosity in the text) except the presence of a strong cooling 
ow. We stress the importance
of cluster follow-up, by Chandra and XMM, in order to better constrain the morphology of
the distant clusters found in the Bright SHARC and other surveys.

1 Introduction

Numerous authors have demonstrated that the observed evolution of clusters of galaxies can
place a strong constraint on the present day value of the matter density of the Universe,
�0=�c=
m (see Gunn & Gott 1972; Press & Schechter 1974; Lacey & Cole 1993; Oukbir &
Blanchard 1992 & 1997; Richstone, Loeb & Turner 1992). In recent years, there has been con-
siderable interest in constraining 
m using the observed abundance of clusters as a function of
redshift (see Viana & Liddle 1996 & 1999; Henry et al. 1997; Bahcall, Fan & Cen 1997; Sadat
et al. 1998; Reichart et al. 1999; Borgani et al. 1999). The e�ect of 
0 (=
m if 
�=0) on
cluster abundances is very large. For example, the space density of high redshift (z > 0:3),
massive (T > 6 KeV) clusters in an 
m = 0:3 universe is 100 times greater than that in an

m = 1 universe (e.g. Viana & Liddle 1996, Oukbir & Blanchard 1992, Oukbir & Blanchard
1997, Romer et al. 2000b). Unfortunately, the various studies performed to date have produced



a wide range of results, from 
m = 0:3�0:1 (Bahcall et al. 1997) to 
m = 0:96+0:36
�0:32 (Reichart et

al. 1999). This observed dispersion in 
m is most likely due to the fact that the cluster surveys
currently available do not sample a large enough volume to include suÆcient numbers of distant
and massive clusters. Nevertheless, it is still important to quantify the uncertainties that are
applicable to the data in hand. This allows us not only better to understand the uncertainties
in using the ROSAT database, but this also provides insight as how to proceed in the future.

In this contribution, we discuss the selection function of one of the ROSAT archival surveys
for distant clusters; namely, the Bright Serendipitous High{redshift Archival ROSAT Cluster
(Bright SHARC) survey. We describe the results of a full set of simulations designed to determine
the ability of the Bright SHARC survey to detect clusters of di�erent morphologies, luminosities
and redshifts under di�erent cosmological and observational conditions. Earlier works such as
that of Rosati et al. (1995) or Vikhlinin et al. (1998) set the standards of this kind of work,
however, we have performed these simulations in a much more detailed way and have examined
the e�ects of di�erent cosmologies and cluster pro�les on the completeness of the Bright SHARC
survey.

Throughout we keep H0 �xed at 50 km s�1 Mpc�1 but 
m, 
� (=�c2/3H0) and 
0 are
varied.

2 Survey Overview

The Bright SHARC survey has been described in detail in Romer et al. (2000a: R00 hereafter),
but we review the salient points here. The survey was comprised of 460 ROSAT PSPC pointings.
The pointings all had exposure times greater than 10 ks and lie at Galactic latitudes greater
than b = j20Æj. The Bright SHARC survey took advantage of the fact that the pointing targets
covered only a small fraction of the total �eld of view of the PSPC detector, leaving the rest of
the �eld of view (FOV) available for serendipitous cluster detections. FOV of the ROSAT PSPC
extends to a radius of ' 1Æ, but in the Bright SHARC survey, we chose to use only an annular
region bounded by radii of 2:05 and 22:04. (Beyond 22:04 the point spread function degrades
rapidly which makes detections of the extended emission from clusters increasingly diÆcult.)

Each of the 460 pointings was run through a pipeline processing which identi�ed the extended
sources in each �eld. In total 374 extended sources were catalogued (see Appendix E of R00).
These 374 sources met the following three criteria; they were detected at a signal-to-noise ratio
of 8 or higher, they were more than 3� (wavelet de�ned, see R00) extended and had �lling
factorsa of less than f = 1:3. The Bright SHARC survey is comprised of the brightest 94 of
these 374 extended sources. These 94 all have count rates in excess of 0.01163 counts s�1.
Optical identi�cations have been secured for all but 3 of the Bright SHARC sources, resulting
in a sample of 37 clusters (0:3 < z < 0:83: 12 clusters).

3 Simulation Process

The simulation procedure is quite complex and we describe it below in detail, but, in essence, the
basic concept is straightforward. We have created thousands of arti�cial clusters with a range
of di�erent parameters, placed these clusters at di�erent positions in ROSAT PSPC pointings
and then ran the modi�ed pointings through the Bright SHARC survey pipeline processing. We
used these simulations to tell us how sensitive the survey is to each type of arti�cial cluster and
also to evaluate the completeness of the SHARC survey as a function of X-ray luminosity, shape
and cosmology.

aThe �lling factor is a simple shape parameter designed to �lter out obviously blended sources, see R00



3.1 E�ect of the Cosmological Parameters

We tested the e�ect of the underlying cosmological models on our ability to detect clusters
by comparing the results of run 1 (
m=1) with the results of runs 2 (
m=0.1, 
�=0 ) and
3 (
m=0.4, �=0.6). For both the alternative cosmologies tested, we found lower values of the
Bright SHARC detection eÆciency. This was because, for the same redshift and total luminosity,
a low 
m produced clusters which were larger in angular extent than did a high 
m = 1. Despite
their increased angular extent, clusters in a low 
m Universe are harder to detect than their
counterparts in a 
m = 1 Universe because their surface brightness (and hence contrast against
the X-ray background) is diminished.

For those arti�cial clusters detected in runs 2 and 3 we �nd their recovered luminosities to
be similar to those measured in run 1. The mean percentage di�erence between the recovered
luminosities in run 1 and run 2 was 3�18%. This di�erence was 7�30% when compared runs
1 and 3. The standard errors associated with these two mean percentages are somewhat large,
but we did not detect any systematic trends with the redshift and/or the luminosity.

In summary, if we assume lower values of 
0 (for a 
at or an open Universe), the luminosity
estimates are as good, on average, as when we assume 
0=1 (
� = 0). However, changing the
value of 
0 and 
� has a marked e�ect on the detection eÆciency of the survey, especially for
high redshift and/or low luminosity clusters. This e�ect has, however, only a small in
uence on
the derived Cluster X-ray Luminosity Function because of the distribution of the Bright SHARC
real clusters in the (z,L44) space.

3.2 E�ect of the ellipticity

We have investigated the e�ect of cluster ellipticity on the detection eÆciency of the survey by
comparing the results from run 1 (e = 0:15) to those from runs 4 (e = 0:0) and 5 (e = 0:3). For a
�xed cosmology, an elliptical cluster will have a higher central surface brightness than a circular
cluster of the same luminosity in proportion of the surface di�erence induced by the ellipticity
(if the image is contracted along the minor axis). In doing this, we kept the core radius constant
along the major axis: we contracted the image along the minor axis. Instead, we could have
elongated the image along the major axis to make clusters elliptical. However, doing this would
lead to a lower surface brightness cluster. Such clusters would be similar to our low-� and our
large core radius models. We �nd no systematic trend in the Bright SHARC detection eÆciency.
We �nd no systematic trend in the recovered luminosity with ellipticity. The mean percentage
di�erence in recovered luminosity is 1�22% between runs 1 and 4 and 2�30% between runs 1
and 5. This is good, since it shows that the R00 luminosity method, which assumes a single
ellipticity of e = 0, did not introduce a systematic bias into the measured Bright SHARC cluster
luminosities.

In summary, ellipticity has minimal e�ect on the recovered luminosity and on the Bright

SHARC detection eÆciency.

3.3 E�ect of the Central Surface Brightness Model

Here we examine how the adopted surface brightness model for the arti�cial clusters a�ects
their detectability. In run 1 a simple isothermal �-pro�le was used. We contrast this with a
pseudo-NFW pro�le in run 6 and with a pseudo cooling 
ow pro�le in runs 7 and 8. Both the
NFW pro�le and the cooling 
ow pro�les are more peaked than the isothermal �-pro�le, and
hence, they have higher central surface brightnesses. The detection eÆciency for a moderate
cooling 
ow (run 7) was similar to that for run 1 and there are no clear trends with redshift or
luminosity. In other words, the presence of a moderate cooling 
ow does not have a signi�cant
impact on the detectability of a cluster. By contrast, the strong cooling 
ows (run 8) and the



NFW pro�le clusters simulated in run 6 were signi�cantly (up to two times) easier to detect
than the equivalent isothermal �-pro�le clusters. We attribute this to the surface brightness in
the cluster core being signi�cantly higher than for a �-pro�le.

We found the recovered luminosities from runs 6 and 7 to be very similar to those from run
1. The mean percentage di�erence in recovered luminosity is 2�17 % between runs 1 and 6 and
2�16% between runs 1 and 7. This demonstrates that the R00 methodology, which assumes all
clusters have isothermal �-pro�les, provides a valid approximation for the run 6 and 7.

The recovered luminosities from run 8 are, however, underestimated by 27�7%. Based on
the uncertainty, this trend is signi�cant. Assuming that the R00 methodology is able to recover
a valid luminosity for �-like pro�les, we can infer that the di�erence comes mainly from the
cooling-
ow pro�le itself. If the Gaussian model peak of the cooling-
ow is relatively bright
compared to the �-pro�le (200 kpc in this case), the R00 methodology fails to recover the entire
luminosity due to the normalization technique which assumed a standard �-pro�le.

However, the percentages of clusters exhibiting strong cooling 
ows in the Bright SHARC
redshift range is probably low. Assuming, for example, a central cooling-time between 1 and 2
Gyears (e.g. Peres et al. 1998), most of the known cooling-
ows in clusters at z�0.1 have been
initiated only at redshifts lower than z�0.3 (q0 �0.5). It is, therefore, very likely that we only
have a small percentage of cooling-
ow clusters (or at least with moderate cooling 
ows) in the
redshift range of our simulations and in the Bright SHARC. This is con�rmed by the fact that
there are not many clusters detected at redshift higher than 0.3 with known cooling-
ows (e.g.
3C 295: Henry & Henriksen 1986) whereas the X-ray detection of such clusters should be easier,
theoretically, than for the non-cooling-
ow clusters.

3.4 E�ect of �

In runs 9 and 10 we examined the e�ects of � on the detectability of clusters with isothermal
�-pro�les. In run 9 we use a value of �=0.55, whereas, in run 10, we use �=0.75. We compared
the results from these runs against those from run 1 (�=0.67). Clusters with higher Beta values
are easier to detect. This can be explained by the fact that higher � values result in more
concentrated, and hence higher surface brightness, clusters.

Lowering the value of � to �=0.55 was found to have a signi�cant e�ect on value of the
recovered luminosity. Where the detection is easy (low redshift + high luminosity), the recovered
luminosity estimate is the same whatever the value of �. Where the detection is more diÆcult,
however, the recovered luminosity of the �=0.55 tends to be low. There are two reasons for
this. First the detection eÆciency for �=0.55 clusters is signi�cantly lower than that of �=0.67
clusters. So that, even when the run 1 detection eÆciency is above our minimum threshold of
15%, the run 9 eÆciency can be much lower. (In other words well into the regime where most of
the detections are spurious.) Second the R00 luminosity method, which assumes all clusters have
�=0.67, breaks down when � < 0:67. If the true � value is smaller than �=0.67, this aperture
will encircle less than 80% of the actual 
ux, which can lead to a signi�cant underestimate of
the total luminosity. In principle, R00 could have corrected for the � e�ect by �tting the cluster
pro�les and then deriving a 
ux, but the low number of counts available in the ROSAT PSPC
images made such an approach impractical. We found that the �tted � value was so poorly
constrained as to lead to best �t values that could easily be very far away from the true value.

3.5 E�ect of the Core Radius

In runs 11 and 12 we examined the e�ects of the size of the core radius (rc) on the detectability
of clusters. In run 11 we adopted rc = 100 kpc and, in run 12, we adopted rc = 400 kpc. We
compared the results from these runs with those from run 1 (rc = 250 kpc). The e�ect of rc
turns out to be more complex than the e�ect of �. The Bright SHARC detection eÆciencies



for the rc = 100 kpc clusters was consistently lower than that of rc = 250 kpc clusters, with the
e�ect being most pronounced at lower luminosities. By contrast, the rc = 400 kpc clusters could
be either easier or harder to detect than the rc = 250 kpc clusters, depending on the redshift
and luminosity. They were easier to detect in the low redshift L44 = 2:0 and the intermediate
redshift L44 = 5:0 bins, but harder to detect in the L44 = 10:0 and low redshift L44 = 5:0 bins.
This demonstrates the competing e�ects of surface brightness and extent: Clusters with higher
surface brightnesses were easier for the wavelet pipeline to detect, but those with small angular
sizes were less likely to be 
agged as extended sources.

We found no signi�cant di�erence in the recovered luminosity between run 11 (rc=400 kpc)
and run 1 (rc=250 kpc). By comparison, we found a small, but systematic, enhancement in the
recovered luminosity for run 11 (rc=100 kpc) compared to run 1 (rc=250 kpc). The enhancement
was at the '10% level and resulted from the fact that the R00 luminosity method will over
estimate the true luminosity if the true core radius is smaller than the assumed value of rc=250
kpc. Similar enhancements were found when R00 compared the Bright SHARC luminosities to
those derived by Vikhlinin et al. (1998) for the 11 clusters they had in common. (Vikhlinin et
al. 1998 used the best �t value of rc to compute cluster luminosities and, in the majority of
cases, their rc values were smaller than 250 kpc.)

4 Areal Coverage

To be able to compute an CXLF, we need, in addition to the results of our simulations, an
estimate of the area covered by the Bright SHARC survey. R00 calculated the maximum areal
coverage of the survey to be 179 deg2. However, the R00 calculation did not include an uncer-
tainty estimate or a quanti�cation of how the areal coverage falls o� with cluster 
ux. We have
corrected for those shortcomings here and the results are shown in Fig. 1. Details are given in
Adami et al. (2000).

5 In
uence of the Di�erent Sets of Parameters on the CXLF

Nichol et al, (1999: N99) used a preliminary set of selection function simulations to derive
the Bright SHARC CXLF. This preliminary set used the same parameters as run 1, i.e. an
isothermal � pro�le with � = 0:67, rc = 250 kpc, e = 0:15, 
0 = 1 and 
� = 0, but covered
a smaller range of redshifts and luminosities. Here we redetermine the Bright SHARC CXLF
using the results of run 1 in order to test the robustness of the N99 results. We also investigate
how the CXLF changes when we use selection functions derived from the results of runs 2 to 12.
We note that we have detected a systematic trend a�ecting the accuracy of the Bright SHARC
cluster luminosity measurements only when we use a low value of the slope � or strong cooling

ow pro�les (which are not, however, very likely at high redshift). None of the other tested
parameters have a systematic e�ect. This means that our luminosity measurements are not very
dependent of the parameters tested in this work.

We have used the same 1=Va methodology as N99 (adapted where necessary for di�erent
cosmological models) to determine the Bright SHARC CXLF. Va is de�ned as the available sam-
pled volume for any given cluster in the survey and can be computed for a cluster of luminosity
Lx using

Va =
Z zhigh

zlow


(Lx; z) V (z) dz; (1)

where zlow and zhigh are the lower and upper bounds of the redshift shell of interest, V (z) is
the volume per unit solid angle for that redshift shell and 
(Lx; z) is the e�ective area of the
Bright SHARC survey. This e�ective area was calculated by multiplying the areal coverage



of the survey at the corresponding ROSAT 
ux by the appropriate Bright SHARC detection

eÆciency. The detection eÆciency is a function of the cluster redshift and luminosity. The
e�ective area is also (see Figure 1 for an illustration of how 
(Lx; z) varies with Lx and z).
Very bright clusters (e.g. L44=10.0 clusters at z = 0:25) will have an e�ective area equal to the
maximum areal coverage of the survey (i.e. 179 deg2). Whereas very faint clusters will have an
e�ective area that approaches zero.

In order to compare with the earlier calculations of N99, we show in Figure 1 the e�ective
area computed for the standard set of parameters. The results are similar to the preliminary
simulations presented in N99 except for the high luminosity and high redshift clusters, where
we now �nd a lower e�ective area than thought. This is primarily due to the increased precision
of the simulations presented herein. The main consequence of this change is in the statistical
signi�cance of any proposed de�cit of high luminosity, high redshift clusters (see N99). We
have repeated the analysis of N99 and �nd that at Lx > 5 � 1044, and in the redshift range
0:3 < z < 0:7, we would expect to have detected about 2 clusters (using the De Grandi et al.
1999 or Ebeling et al. 1997 luminosity function) in the Bright SHARC using the e�ective area
curves presented in Figure 1.

In N99, the CXLF was calculated using the 12 Bright SHARC clusters with z > 0:3. In this
study we used a slightly lower redshift limit (z > 0:285) to increase the number of clusters in the
sample. Because the simulations covered only discrete values of Lx and z, we had to use linear
interpolation to estimate the detection eÆciency for these clusters. The detection eÆciency can
vary dramatically with the run number. We did not include clusters for which the mean (over
all runs 1 to 11) Bright SHARC detection eÆciency was less than 5%. We, therefore, excluded
two clusters (RXJ1334 and RXJ1308 which were both used in N99) from our list of �fteen. The
remaining thirteen clusters are divided into 4 luminosity bins (see Fig. 2). These bins contained
4, 5, 3 and 1 clusters respectively. The redshift ranges for these bins were slightly di�erent from
N99; for bins 1,2 and 3 we used 0:285 � z � 0:7 (compared to 0:3 � z � 0:7) and for bin 4 we
used 0:285 � z � 1:0 (compared to 0:3 � z � 1:0).

The results are shown in Figure 2. In this �gure, we have overplotted the local CXLF
computed by de Grandi et al. (1999) and Ebeling et al. (1997).

We present 4 separate sets of CXLF results, comparing the run 1 number densities to those
derived from runs 4 through 12. We see, from the lower left panel, that ellipticity has a very
small e�ect on the CXLF. However, in the other 3 panels we see some quite dramatic e�ects
when we change the core radius (lower right panel), the value of � (upper left panel) and surface
brightness pro�le (upper right panel: we have only plotted the results using moderate cooling

ows and NFW pro�les). When clusters are more di�use (e.g. if � is smaller or rc is larger than
our canonical values), the detection eÆciency declines hence the cluster number density goes
up. By contrast, when the clusters become more concentrated (e.g. if we use a NFW pro�le or
a strong cooling 
ow instead of an isothermal � model), then detection eÆciency goes up and
the number density goes down.

In summary, we have shown that the N99 CXLF is robust, under the assumption of standard
parameters, despite the fact that it was derived using a less sophisticated set of selection function
simulations than run 1. We �nd that the CXLF is not very sensitive to the values of certain
parameters, 
0, 
� and ellipticity. Other parameters have a more signi�cant e�ect on the
CXLF; these are the values of � and rc and the shape of the cluster surface brightness pro�le. If
all clusters had NFW pro�les, for example, then the N99 CXLF will signi�cantly over estimate
the number density of high redshift clusters (since it was derived using a selection function that
assumed isothermal � pro�les). Alternatively, if all clusters had large core radii, then the N99
CXLF will signi�cantly under estimate the number density of clusters (since it was derived using
a selection function that assumed rc = 250 kpc).



6 Discussion

The evolution of the CXLF with redshift, especially at the bright (i.e. high mass) end, provides -
in principle - strong constrains on the value of 
m. If we see, for example, a much lower number
density of high luminosity clusters at high redshift, as opposed to the number density at low
redshift, then we have strong support for a high 
m Universe (and vice versa) because 
� has
little e�ect on the evolution of the CXLF out to at least z�1 (e.g. Holder et al. 2000). However,
since the existing cluster samples only contain very small numbers of distant and luminous
clusters, our ability to constrain 
m crucially depends on our ability to de�ne the volume in
which those clusters were detected. For example, the Bright SHARC has only one cluster in the
highest luminosity bin (RXJ0152). If we over (under) estimate the volume in which this cluster
was detected then our number density will be too low (high) and our inferred value of 
0 too
high (low).

We attempted to determine the sensitivity of the Bright SHARC CXLF to the assumptions
that were incorporated into the selection function simulations. We have shown that the initial
choice of cosmological parameters has only a small in
uence on the CXLF. This result is fun-
damental because it means that, whatever cosmology is assumed when measuring the CXLF,
we will still be able to probe CXLF evolution, and thus constrain the value of 
m. The same
cannot be said for the assumed surface brightness model; if all clusters follow NFW pro�les or
have strong cooling 
ows, we will signi�cantly over-estimate the high z cluster number density
(and thus drive 
m down). By contrast, if we underestimate the value of rc, or overestimate
the value of �, we will signi�cantly underestimate the high z cluster number density (and thus
drive 
m up).

With the X-ray data currently available we are not able to quantify just how much the
various selection function assumptions might bias an 
m measurement. This is because we
are not able to determine the distribution of rc and � values for the Bright SHARC clusters, or
determine what fraction of those clusters are better �t with NFW pro�les than with isothermal �
pro�les (see also Durret et al. 1994). To address this, we have begun a program to study cluster
morphologies (and temperature pro�les) with the new X-ray satellites XMM and Chandra. The
follow-up of known clusters, such as those in the EMSS or Bright SHARC samples, will be one
of major contributions of XMM and Chandra to cosmology. Both satellites have smaller �elds of
view than did ROSAT and so do not lend themselves well to serendipitous, or dedicated, cluster
surveys. The catalogs derived from the ROSAT archive (see also Ebeling et al. 2000) will remain
the pre-eminent source of high redshift X-ray clusters for some time to come. The recent work
by Romer et al. (2000b) has demonstrated that in 5-10 years, XMM will have covered suÆcient
area to suÆcient depth to allow new cluster catalogs to be created. These new catalogs will
contain more high redshift, high luminosity clusters than the ROSAT and EMSS samples and
so will provide much better constraints on 
m. These catalogs will require detailed simulations
in order to determine their selection function. The work presented herein provides important
guidelines as to how those simulations should be carried out.

Previously, several other groups (e.g. Vikhlinin et al. 1998, Burke et al. 1997, Scharf et al.
1997 or Rosati et al. 1995) have simulated selection functions in order to measure their CXLF's.
Their methods were generally the same as those in this paper. All the morphological parameters
tested here were, however, not included, preventing them from showing the dependence of the
selection function with the X-ray morphology of the clusters. In a future work we plan to
apply our results to the faint SHARC sample (including the Southern SHARC by Burke et al.
1997) and to derive the limits to the evolution of the CXLF based on the uncertainties we have
determined.



Figure 1: E�ective area of the Bright sample as a function of cluster luminosity and redshift. The six curves
represent the six di�erent input luminosities (in units of 1044 ergs.s�1).

7 Summary and Conclusions

The areal coverage of serendipitous surveys, such as SHARC is, as we have shown here, poorly
determined at faint 
ux limits. For the Bright SHARC CXLF we have demonstrated that all
the clusters in this sample are bright enough that the error in the areal coverage is � 5%. The
uncertainty of the completeness of the survey then, becomes important when the areal coverage
uncertainty is so small.

We have carried out a detailed set of simulations in order to probe the e�ects of certain
assumptions about distant clusters and the geometry of the Universe on the completeness of the
Bright SHARC survey. These assumptions have rami�cations for the Cluster X-ray Luminosity
Function (CXLF) derived for the SHARC survey and, ultimately, for the value of the matter
density (
m) derived from CXLF evolution. Under the assumption of a standard set of morpho-
logical parameters, we �nd that the Bright SHARC CXLF as determined by N99 (using a less
sophisticated set of selection function simulations) is robust. The new Bright SHARC CXLF
presented in Figure 2 agrees (within the 1 sigma envelope) with earlier estimates of the SHARC
CXLF (Nichol et al. 1997, N99, Burke et al. 1997) and shows no statistical evidence for strong
evolution at any luminosity out to z=0.7. At present, we are unable to make any de�nitive state-
ment about a possible de�cit of high redshift, high luminosity clusters in the Bright SHARC
(see N99) since we are still hampered by a combination of small number statistics, uncertainties
in the local CXLF, incompleteness in our optical and X{ray follow-up as well as the systematic
uncertainties in the Bright SHARC selection due to the unknown surface brightness pro�les of
distant clusters.

We �nd that certain assumptions have little e�ect on the detection eÆciency of the survey:
the moderate (e�0.3) ellipticity of the cluster or the presence of moderate cooling 
ows. None of
these assumptions has a signi�cant impact on our ability to measure cluster luminosities using
the simple method adopted in R00. Other assumptions, speci�cally those associated with the
cluster X-ray morphology (e.g. sharply peaked surface brightness pro�le or high ellipticity),
can have a signi�cant impact on cluster detectability (and the inferred completeness of the
survey) and the derived CXLF. We have shown, then, that even with an increased number of
detected clusters, the results based on attempting to measure CXLF evolution to constrain 
m

will remain highly uncertain. Follow-up studies by Chandra and XMM that measure the X-ray
morphology of distant clusters will, therefore, play a key role in the measurement of 
m.



Figure 2: The Bright SHARC CXLF as a function of cluster morphology: (lower left) ellipticity ; (lower right)
core radius ; (upper left) slope � ; (upper right) surface brightness pro�le. The x-axis gives the log of the cluster
luminosity (erg s�1) in the [0.5-2.0 keV] band. The y-axis gives the log of cluster number density in units of
Mpc�3 (1044 erg s�1)�1. The error bars are shown for the run 1 points (circles). The two solid lines are the

envelope of the local CXLF from De Grandi et al. (1999) and Ebeling et al. (1997).
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