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Fig. 5.— The MWA (top left) and PAPER (bottom left) arrays, each currently deployed with 128 elements.
The 14-m HERA element (right) dramatically improves sensitivity while still delivering the spectral smooth-
ness and stability of response that are required for managing foregrounds. The core of HERA 568 consists
of a redundant hexagonal array with outrigger antennas (not shown) for imaging and foreground mitigation.

imaging (MWA). Together, these advances enable HERA to achieve the science goals envisioned in

the decadal survey at a fraction of the anticipated cost.

HERA follows a staged deployment in both physical construction and scientific processing. In

each deployment stage, improvements are incorporated into the system and new science capabilities

are unlocked. This approach o↵ers two advantages: providing early access to science, and reducing

the project risk by testing systems early and changing them incrementally. As shown in Figure

2, each stage of HERA brings an associated improvement in sensitivity that allows key aspects of

21-cm reionization science to be addressed. The timeline of HERA development and its associated

science products is outlined below.

Year 1–Infrastructure and First 37 Antennas (FY 2015).

• Install basic infrastructure (ground leveling, power, network connectivity) at a new site

⇠10 km from the current PAPER site in the Karoo.

• Move existing PAPER-128 antennas, correlator, and EMC container to new site.

• Install first 37 HERA antennas with existing PAPER feeds, electronics, and correlator.

• Start developing improved HERA baluns, receivers, feeds, nodes, and in-situ antenna calibra-

tion system. Continue delay-spectrum, FHD, and optimal estimator software development.

Year 2–Hardware Commissioning and Deep Foreground Survey (FY 2016).

• Commissioning observations using a hybrid array of 37 HERA antennas in a close-packed

hexagon surrounded by 91 PAPER antennas in an imaging configuration.

• Perform a polarized foreground survey using hybrid-antenna capability of FHD. Determine

on-sky beam response of HERA antennas to facilitate future source subtraction e↵orts.

• Finalize site infrastructure (high-bandwidth optical network, surveying, trenching).

• Commission new feeds, receivers, nodes, and calibration systems in Green Bank and SA.

• Begin HERA 127 construction.

Year 3–HERA 127 and Detecting the Rise and Fall of Reionization (FY 2017).

• Complete HERA 127 construction. Science observations begin using the PAPER correlator.

• Apply proven delay-spectrum analysis techniques to HERA 127 observations to constrain the

timing and duration of reionization.
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Figure 1: Illustration of the volume probed by SKA

temperature fluctuations may be sourced by variation in the spin temperature and neutral fraction
in addition to the density field.
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Equation 2.1 shows how these different terms come into play. In a regime where TS � TCMB and
xH = 1 then dTB will be an unbiased tracer of the density field. At all other times the effects of
astrophysics must be modelled and removed or somehow avoided. We will return to a discussion
of this point in §7 as this is a critical point.

In this section, we take the optimistic view that there will a regime in which dTb µ (1+d ) so
that the 21cm signal provides a clean measurement of the density field. This approach enables us
to evaluate the best case scenario for SKA in measuring cosmological parameters. By comparing
this to galaxy surveys we get a sense of how competitive SKA could be, if astrophysics could be
overcome.

The sensitivity of a radio interferometer to the 21cm power spectrum has been well studied
[?, ?, ?] and we follow the same approach here. The variance of a 21 cm power spectrum estimate
for a single k-mode with line of sight component k|| = µk is given by [?]:
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The first term on the right-hand-side of the above expression provides the contribution from
sample variance, while the second describes the thermal noise of the radio telescope. The thermal
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(a) (b)

(c) (d)
Figure 3. (a) Photograph of the CHIME Pathfinder at the Dominion Radio Astrophysical Observatory (DRAO), April
2014. The digital correlator is housed in an RFI enclosure built into the sea container visible at the left hand (western)
edge of the western cylinder. Signals from the feeds are brought down the middle diagonal support legs and across the
the correlator under the reflectors. Removable ladders visible at the south end of each focal line allow access. (b) Steel
support structure normal surface error of the western cylinder obtained from photogrammetry is plotted in millimeters.
The quantity plotted is deviation of the supports from the design shape, not from a best fit parabola. The mesh has been
measured to have a shape deviation of 14 mm rms with respect to the steel support structures for the surface mesh. (c) A
CAD model of the telescope support structure. The cement base of each support sits 70cm below grade to avoid possible
frost heave. Each truss is supported on three legs. Each focal line sits on seven legs, with the northern leg only serving
to lock out a north-south parallelogram motion of the six other legs. The support legs are 10 cm x 15 cm hollow steel
structures and pass above the instrument ground plane, allowing the one-dimensional feed array to run uninterrupted along
the focal line. (d) Frequency-dependent noise leakage of an assumed 300 K load at normal incidence. The calculations
have been performed for mesh with 19 mm spacing made of BWG 14 wire and 25 mm spacing, BWG 10 wire. These are
the heaviest wire gauges we could find in mesh of these spacings. The comparatively dry snow falling at 590 m elevation
in the BC interior typically falls through the 19 mm mesh from which CHIME is built.

CHIME

CHIME pathfinder

SKA-MID!
(extending MeerKAT)

SKA-SUR!
(extending ASKAP)

BINGO

(see poster E. Ferreira)

GBT

Also BAOBAB, KZN array



Jonathan PritchardIAP 2014

Dish vs Interferometer
Bull+ 2014

9

e↵ective volume tells us how well di↵erent parts of Fourier
space are sampled. Applying (9) to the binned power
spectrum, we recover the well-known result
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which has Ve↵ at the heart of the expression. It is only in
regions where n̄P � 1 that the power spectrum can be
measured well. In this regime the fundamental limitation
becomes cosmic variance, which is set by the number of
modes sampled in each bin, Na ⇠ Vbink

2�ka/2⇡2, where
�ka is the width of the corresponding bin.

The equivalent expression for an IM survey is
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By analogy with (9) and (10), we can define an e↵ective
volume, V IM

e↵ , and a pseudo number density, n̄IMP (k) ⌘
CS/CN , such that
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The foreground term has been left out for the time being.
With (12) in hand, we are now in a position to exploit
the analogy with conventional redshift surveys to better
understand the properties of IM experiments. An illus-
tration of the various scales relevant to single-dish and
interferometric experiments is shown in Fig. 1, and an
example of V IM

e↵ for Facility is shown in Fig. 2.
The first thing to notice is that V IM

e↵ is highly
anisotropic. In the case of a single dish, information
on angular scales smaller than the instrumental beam is
washed out; for dishes of diameter Ddish, scales k? &
Ddish/r� are suppressed. For an interferometer, it is
possible to probe much smaller angular scales (up to
k? ⇠ 2⇡umax/r), although the transverse Fourier plane
will be sampled much less homogeneously than for a sin-
gle dish, depending on the instrument’s uv coverage.

Along the radial direction, we expect foreground sub-
traction to throw away information on scales of order
the total bandwidth, kk . kFG, and on smaller scales
non-linear velocities smear out information for k & 0.1
Mpc�1. As discussed in Section II B, the channel band-
width also imposes an e↵ective radial beam, although
this is generally at higher kk than the non-linear cuto↵.

Using Eq. (11), we can now piece together how well
the power spectrum can be measured by various experi-
ments. On large scales, cosmic variance and the survey
size are the limiting factor. For a single-dish experiment
with a relatively isotropic survey volume, we can sample
the longest wavelength modes in the radial and trans-
verse directions equally well, so that (�P/P )2 / k3. On
smaller scales, the beam size will severely limit how small
a transverse scale we can probe, so only radial modes
will be properly sampled, implying (�P/P )2 / k. In
the radial direction, we will eventually come up against

FIG. 3. Redshift evolution of the minimum/maximum trans-
verse scales (filled regions) for illustrative interferometer
(blue) and single-dish (red) experiments. The BAO are plot-
ted for comparison. The dishes have diameter Ddish = 15m,
the min./max. interferometer baselines are Dmin = 15m and
Dmax = 1000m, and the survey has bandwidth �⌫ = 600
MHz and area Sarea = 25, 000 sq. deg. The shaded grey
region denotes superhorizon scales, k < kH = 2⇡/rH .

the non-linear RSD scale, preventing us from extracting
information on scales smaller than �NL.
For an interferometric experiment, the situation is re-

versed, and is in some sense complementary, as shown in
Fig. 1. With su�ciently long baselines, it is possible to
probe very small angular scales. We then expect to have
(�P/P )2 / k3 up until the non-linear scale is reached in
the radial direction, beyond which only transverse scales
contribute, such that (�P/P )2 / k2 until the maximum
transverse resolution is hit. Conversely, interferometers
are fundamentally unable to probe any scale larger than
their FOV (roughly the beam size in single-dish mode).
In summary, the important scales for IM are:

kmin
k ⇠ kFG = 2⇡/(r⌫�⌫̃tot)

kmax
k ⇠ kNL = 1/�NL
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= 2⇡Dmin/r� (interferom.)

kmax
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⇠ kD
max

= 2⇡Dmax/r� (interferom.)

The redshift dependence of the transverse scales for an
example setup is shown in Fig. 3. Note that these are
only the minimum/maximum scales that can be probed
in principle by a given instrument – the sensitivity to
scales within these ranges will vary, so it may not be
possible to constrain the more extreme scales in practise.
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FIG. 18. Improvement in � constraints a function of maxi-
mum redshift of the survey. We have marginalised over w0,
wa and ⌦K here.

growth is slower, and the dependence on � is relatively
weak. By virtue of its substantially lower zmin, then, the
Facility experiment captures more of the redshift range
most sensitive to �, and wins out over the galaxy survey.

Fig. 18 shows the e↵ect of the lowest redshift bins on
� more clearly. Even Stage II outperforms the Stage IV
survey for zmax . 1 – again thanks to its lower zmin – de-
spite producing significantly worse constraints on almost
every other parameter. This behaviour is also related to
the choice of distance measures, and how the degenera-
cies between them get broken. As shown in Fig. 8, the
choice of measure can have a big e↵ect on the f(z) er-
rors, so one might expect the strength of the constraint
on �, and its orthogonality to the galaxy redshift survey,
to change if a di↵erent subset of measures was used.

Assuming the full set of distance measures, the comple-
mentarity between intensity mapping and galaxy redshift
surveys can be used to significantly increase the precision
of the constraint on �, to the point where it becomes pos-
sible to clearly distinguish between many modified grav-
ity models. Fig. 19 shows the result of combining the
two surveys on the errors for w0 and �, along with some
example predictions from modified gravity theories. The
marginal error on � goes from �� = 0.024 for Facility +
Planck to �� = 0.015 for Facility + DETF IV + Planck.

VI. SYSTEMATIC EFFECTS

Throughout this paper, we have compared the results
from IM mapping experiments with those of a DETF
Stage IV spectroscopic survey. In fact we have gone fur-
ther and argued, in Section III, that we can think of an
IM survey as a spectroscopic survey with an anisotropic
Ve↵(k), with very distinctive characteristics tied to the
chosen mode of operation (single-dish or interferomet-

FIG. 19. Constraints on (�, w0) for Facility, the DETF Stage
IV survey, and the combination of the two, including Planck
CMB priors. wa and ⌦K have been marginalised over, and
the biases for both surveys, bHI(z) and bgal(z), are free in each
bin. Also plotted are several modified gravity models: f(R)
and DGP from [61], and minimal massive bigravity from [94].

ric). While a useful comparison, IM experiments have
their own, particular types of systematics that must be
dealt with. In what follows we touch on these e↵ects and
attempt to quantify their impact on the target science.

A. Evolution of the cosmological HI signal

We have assumed a fiducial value of ⌦HI,0 = 6.5⇥10�4

throughout our analysis. Clearly our results will strongly
depend on this value, as it is important in setting the
“signal-to-noise” of the experiment – the more neutral
hydrogen there is, the more easily the cosmological sig-
nal can be detected. There are, however, large uncer-
tainties in ⌦HI(z) from current observations (Fig. 20).
In particular, di↵erent tracers of the HI density give in-
consistent results, so neither the normalisation nor the
redshift evolution of ⌦HI(z) are well understood.
The constraint of most relevance to us is from [27],

where IM measurements were cross-correlated with the
WiggleZ galaxy redshift survey. It was found that

⌦HIbHIr̄ = 4.3± 0.7 (stat.)± 0.4 (sys.)⇥ 10�4

at z = 0.8, where the best theoretical estimates for the
cross-correlation coe�cient are r̄ = 0.9� 0.95. This was
obtained by restricting the analysis to 0.075h Mpc�1 <
k < 0.3h Mpc�1; extending it to 0.04h Mpc�1 < k <
0.8h Mpc�1 lowers the constraint slightly to

⌦HIbHIr̄ = 4.0± 0.5 (stat.)± 0.4 (sys.)⇥ 10�4.

The value of ⌦HI is entangled with the bias which, from
semi-analytic models combined with N-body simulations
[102], is found to be consistently low, bHI ⇡ 0.55 � 0.66,

27

FIG. 27. Fractional constraints on P (k) for an ‘ideal’ (noise-
free) 15m single-dish survey, covering the same redshift range
and survey area as the DETF Stage IV reference experiment.
The deviation from the cosmic variance limit on large scales
is (partially) due to the kFG cuto↵.

VIII. DISCUSSION

Neutral hydrogen (HI) intensity mapping looks set to
become a leading cosmology probe during this decade. In
this paper we have assessed its potential for constrain-
ing cosmological parameters, focusing on ‘late times’,
z < 2.5. We used a few reference experimental designs –
Stage I, Stage II, and Facility – that are inspired by up
and coming experiments to assess how well we will im-
prove our knowledge of the standard cosmological model,
the nature of dark energy, the spatial curvature of the
Universe, and the growth rate of structure. We have
done so being mindful of the potential systematic prob-
lems that need to be faced.

Intensity mapping at radio frequencies has a num-
ber of advantages over other large scale structure survey
methodologies. Since we only care about the large-scale
characteristics of the HI emission, there is no need to re-
solve and catalogue individual objects, which makes it
much faster to survey large volumes. This also changes
the characteristics of the data analysis problem; rather
than looking at discrete objects, one is dealing with a
continuous field, which opens up the possibility of using
alternative analysis methods similar to those used (ex-
tremely successfully) for the CMB. Thanks to the narrow
channel bandwidths of modern radio receivers, one auto-
matically measures redshifts with extremely high preci-
sion too, bypassing one of the most di�cult aspects of
performing a galaxy redshift survey.

These advantages, combined with the rapid develop-
ment of suitable instruments over the coming decade,
look set to turn HI intensity mapping into a highly
competitive cosmological probe in only a short space of
time. In Sect. V, we showed that Facility-class experi-

FIG. 28. Constraints on w0 and wa from the combination
of the DETF Stage IV galaxy survey and a combined-mode
SKA1-MID configuration, compared with results for the ex-
periments individually. The figures of merit are 107 (SKA1-
MID), 110 (galaxy survey), and 531 (combined). We have
assumed that the survey volumes are independent; otherwise,
cosmic variance would degrade the combined constraint.

ments would be broadly competitive with DETF Stage
IV galaxy redshift surveys such as Euclid, LSST, and
WFIRST in terms of cosmological parameter constraints,
in about the same timeframe. Indeed, the largest planned
surveys, such as SKA1-SUR, may even be able to surpass
the cutting-edge galaxy surveys, although this is con-
tingent on the (currently poorly-known) HI density and
the performance of foreground subtraction algorithms.
Since the currently-planned Facility class surveys are not
specifically designed for IM, we also considered what
a large, purpose-built HI experiment would be able to
achieve in Sect. VII. We found that little extra could be
gained without pushing to higher frequencies or smaller
(non-linear) angular scales; neither are free of problems.
More important than their individual performance is

what IM and galaxy redshift surveys can do in combina-
tion. In Fig. 19, we showed that Facility and a DETF
Stage IV survey give nearly orthogonal constraints on w0

and � when combined with CMB data, mostly as a re-
sult of their complementary redshift coverage. Fig. 28
shows the joint constraints on w0 and wa for the com-
bination of DETF Stage IV and a combined-mode SKA
configuration with a lower-redshift band; the resulting
dark energy FOM is almost five times that of either sur-
vey individually. This large improvement is due to the
increase in the total surveyed volume, as well as the com-
plementary redshift coverage. One can also benefit from
the “multi-tracer” e↵ect, whereby the limits imposed by
cosmic variance on some variables can be overcome by
measuring several distinct populations of tracers of the
cosmic density field [110, 111]. Combining HI intensity
mapping and galaxy redshift surveys should therefore of-
fer particularly stringent constraints on the dark energy
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equation of state and growth index parameters – an ab-
solute necessity for distinguishing between di↵erent dark
energy and modified gravity models.

HI intensity mapping experiments also o↵er some novel
features – for example, in their ability to probe ultra
large scales in the late Universe. Facility-class arrays
like Phase I of the SKA will be able to simultaneously
survey an extremely wide range of redshifts over greater
than half of the sky, covering volumes of several tens
of cubic Gpc in one fell swoop. This is su�cient to de-
tect physical e↵ects beyond the matter-radiation equality
scale (Fig. 29), including non-Gaussianity, spatial curva-
ture, and potential deviations from large-scale homogene-
ity and isotropy. As was shown in Fig. 3, a su�ciently
large HI survey could even probe beyond the horizon size
at z & 1, allowing us to access causally-disconnected re-
gions long after recombination.

Before HI intensity mapping can contribute seriously
to late-time cosmology, a number of potential pitfalls
must be navigated. Chief amongst these is the overall
magnitude of the HI density, ⌦HI,0, and its evolution with
redshift, both of which are currently poorly constrained.
The lower the density, the harder the HI signal will be to
detect (and the more aggressive the foreground cleaning
will need to be). Fig. 21 showed the e↵ect of changing
⌦HI,0 on various figures of merit; a factor of two reduction
in HI density from our fiducial value results in roughly a
factor of five degradation in parameter constraints, which
would be troublesome, although not catastrophic. Simi-
larly, a higher density would make the signal much easier
to detect. This situation is loosely analogous to the de-
pendence of galaxy cluster surveys on the normalisation
of the power spectrum – when it was found that �8 was
closer to 0.8 than 0.9, this vastly reduced expected cluster
number counts, leading to a corresponding drop in fore-
cast constraints from cluster surveys. For HI intensity
mapping, all we can do is wait for better measurements
of ⌦HI,0 to see what the e↵ect will be.

A confounding factor that is more directly under our
control is the foreground cleaning e�ciency, which we in-
vestigated in Sect. VIC. The galactic foreground signal
is around six orders of magnitude larger than the cosmo-
logical HI signal, but has a distinctive (and thus easy to
separate) behaviour for the most part. Since they vary
on similar angular/frequency scales to the galactic fore-
grounds, large-scale cosmological modes are likely to be
hit harder by imperfect foreground cleaning. There is no
reason why this cannot be overcome, however – similarly
large modes are routinely dealt with successfully in CMB
analysis [112]. Of potentially more concern is the issue
of polarisation leakage, which imprints a more variable
signal on top of the cosmological one. Again, su�ciently
sophisticated modelling, combined with a sustained ef-
fort to control or characterise leakage at the hardware
level, should be able to deal with this.

Unsurprisingly, choosing the right survey strategy is
key; we investigated the e↵ect of changing various survey
parameters in Sect. VII. Throughout the paper, we have

FIG. 29. Forecast constraints on P (k) from SKA1-SUR Full
(B1). The turnover in the power spectrum should be clearly
detectable.

also considered the di↵erence in performance between
interferometer and single-dish observation modes. For
purpose-built IM experiments (e.g. the ‘optimal’ experi-
ment described in Sect. VII), one will tend to prefer in-
terferometry because of the comparative ease of control-
ling instrumental/atmospheric systematics, although this
must be o↵set against the significant computational ex-
pense of correlating many baselines. For general-purpose
instruments, whose design is likely to be set by other
considerations, interferometry may be a poor choice – if
the array has large dishes, its interferometric field of view
will be small, making it relatively insensitive to the in-
termediate scales that are most useful for detecting the
BAO (see Fig. 3). In this case, there is much to be
gained by using a single-dish (or combined single-dish +
interferometer) mode instead. This is the path that we
advocate for Phase I of the SKA, at least for low redshifts
– at higher redshifts, the angular resolution in single-dish
mode is actually too low, so the errors on quantities such
as DA(z) get larger (see Sect. IVB).
As we discussed at the start, our forecasting frame-

work makes a number of approximations such as neglect-
ing wide-angle e↵ects and correlations between redshift
bins. These simplifications (which were instrumental in
allowing a direct comparison with galaxy redshift sur-
veys) are only likely to have any material impact on our
forecasts at the very largest scales, well away from where
the strongest distance constraints come from. As such,
the constraints on cosmological parameters that we have
presented should not be expected to change appreciably
under a more sophisticated treatment.
More important are the e↵ects that we have accounted

for that are sometimes neglected in other forecasts. By
explicitly modelling non-linearities, unknown bias evolu-
tion, and foreground subtraction residuals, and system-
atically exploring parameter degeneracies, we have tried
to be as comprehensive (and pessimistic) as possible in
acknowledging possible adversities for IM surveys. This
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z=0.5-2.5
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The large-scale structure of the Universe supplies crucial information about the physical processes
at play at early times. Unresolved maps of the intensity of 21 cm emission from neutral hydrogen,
Hi, at redshifts z ' 1 � 5 are the best hope of accessing the ultra large-scale information, directly
related to the early Universe. A purpose built Hi intensity experiment may be used to detect
the large scale e↵ects of primordial non-Gaussianity, placing stringent bounds on di↵erent models
of inflation. We argue that it may be possible to place tight constraints on the non-Gaussianity
parameter, fNL, with an error close to �f

NL

⇠ 1.

The statistical properties of large-scale structure are
a rich source of information about the physics of the
early Universe, its subsequent evolution and its current
state [e.g. 1]. Constraints on the ultra-large-scale prop-
erties of density perturbations at redshifts z ' 1 � 5
can improve our understanding of the primordial Uni-
verse; these scales are, in principle, uncontaminated by
the non-linear growth of structure or the poorly under-
stood e↵ects of baryons. Yet, such scales are also ex-
tremely di�cult to access with conventional redshift or
peculiar velocity surveys, while best attempts at using
the Cosmic Microwave Background (CMB) are hampered
by poor sampling, namely cosmic variance.

An alternative approach for probing the density field
of the large-scale structure has recently been advocated
[2–5]. It involves mapping out the combined emission
of the 21 cm, or Hi, line from unresolved galaxies. In
doing so, the large-scale structure is detected in three
dimensions—a process which is usually referred to as In-
tensity Mapping. If one foregoes identifying individual
galaxies, one can greatly speed up the observation and
detection of the large-scale structure. Intensity mapping
experiments are sensitive to structures at a redshift range
that is observationally di�cult to span for ground-based
optical surveys [6]. Moreover, first attempts at mapping
Hi have been promising [7, 8].

In this letter we explore this method for constrain-
ing one particular aspect of current models of structure
formation: the non-Gaussianity of primordial fluctua-
tions, which may lead to scale dependent biasing. Non-
Gaussian initial fluctuations can arise in di↵erent mod-
els of inflation [9]. A particularly convenient (albeit not
universal) way to parameterise non-Gaussianity consists
in writing the gauge-invariant Bardeen’s potential �—
corresponding to the Newtonian potential in longitudinal
gauge—as the sum of a Gaussian random field � and a
quadratic correction [10, 11], � = �+ fNL ⇤ ��2 � h�2i�,
where ⇤ denotes convolution between functions, and re-
duces to standard multiplication when fNL is a constant.

FIG. 1. P �(k, z) (solid) and b2HIP
�(k, z) (dashed) for |fNL| =

10 at z = 0.4 (top green pair) and z = 2.5 (bottom red pair).

Canonical single field inflation models predict |fNL| ⇠
O(10�2) [9], while evolution after inflation can generate
an fNL ⇠ O(1) [11–13]. The method of excellence for
constraining fNL has been to measure higher order corre-
lation functions of the CMB leading to |fNL| . 103 with
the MAXIMA data [14], |fNL| . 102 with the WMAP
data [15], and now |fNL| . 10 with the Planck data [1].
The non-Gaussian properties of initial fluctuations will

also induce a scale and redshift dependence to a bi-
ased tracer, X, of the underlying matter distribution
[16, 17]. The modification �bX(z, k) to the Gaussian
large-scale bias bGX is such that �bX(z, k) = 3[bGX(z) �
1]⌦mH0

2�c/[c2k2T (k)D+(z)]fNL. Here: ⌦m = ⌦b+⌦DM

is the total (baryons plus dark matter) matter fraction;
H0 is the Hubble constant; �c ' 1.686 is the critical
collapse density contrast of matter; T (k) is the matter
transfer function versus the physical wavenumber k; and
D+(z) is the linear growth factor of density perturba-
tions. Attempts at detecting this e↵ect with redshift
surveys have led to some constraints on fNL [18].

To assess how we might improve constraints on fNL

using scale dependent bias, let us first restrict ourselves
to a simple, cosmic variance limited survey. If we divide
up the power spectrum in bins with constant logarith-
mic width, �k↵ = Ak↵, the number of modes per bin
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2

is given by N↵/Ve↵ = Ak3a/(2⇡
2), where Ve↵ is the ef-

fective volume of the survey and ↵ spans the number of
bins, Nbins. Then, �2

f
NL

' [bGXT (k↵)D+(z)c2]2/[6(bGX �
1)⌦mH0

2�c]2⇥Nbins/(
P

↵ N↵k
�4
↵ ). Two obvious features

immediately stand out: i) better constraints on fNL will
be obtained for larger N↵ (that is for larger and deeper
surveys), but also ii) the further away the bias bGX is from
unity, the better. For fiducial values of the cosmological
parameters and bias evolution, we find that �f

NL

⇠ 1
may only be achievable if the survey depth is greater than
z ⇠ 3.5. Intensity mapping surveys seem ideally suited
for this goal (for proposals for doing so in the epoch of
re-ionisation see [19–22]).

When line-of-sight scattering and self-absorption phe-
nomena are neglected, the Hi line radiation discussed
above can be related to the di↵erential number counts
of halo objects [e.g. 23], from which we can estimate the
Hi bias, bHI [24]. The mean Hi temperature from galax-
ies, assuming that the signal is seen in emission, is then
T

g
b(z) ⇡ 402⇥(71 km/s/Mps)/H(z)⇥⌦HI(z)/0.003⇥(1+

z)2 µK, where H(z) is the Hubble parameter, ⌦HI(z) ⌘
⇢HI(z)/⇢c is the neutral hydrogen energy density in units
of ⇢c, the critical density today.

If we assume that, after re-ionisation, the neutral hy-
drogen is mostly contained within galaxies, we calculate
⇢HI by integrating the Sheth & Tormen mass function
[25], assuming the Hi mass to be proportional to the halo
mass. Setting the minimum and maximum mass in the
integration by using a cut-o↵ for the circular velocity
[26, 27], we can fix the constant of proportionality with
the constraint on ⌦HI(z)⇥bHI(z) from Ref. [8]. Finally we
have that bHI(z) is the appropriately weighted halo bias
[25]. Thus the Hi clustering power spectrum takes the
form PHI(k, z) = [T

g
b(z)bHI(k, z)]2P �(k, z), with P �(k, z)

the total matter power spectrum. The goal is then to
target PHI(k, z). In Figure 1, we plot P �(k, z) and
b2HI(z)P

�(k, z) for |fNL| = 10 (in synchronous gauge).
We see that Hi structures at low redshifts are under-
biased with respect to dark matter, while at earlier times
neutral hydrogen is highly biased. Moreover, the non-
Gaussian e↵ects we are looking for only come into play
on extremely large scales.

To tackle the problem of forecasting �f
NL

more care-
fully, it is appropriate to work with the Fourier-Bessel
transform on the sky and the Hi angular power spec-
trum CHI

` (⌫i, ⌫j), where ⌫i is the frequency of shell i. To
calculate this quantity, we use the camb�sources code
[23], and include the redshift space distortion but dis-
card subdominant terms. Since, for an intensity map-
ping experiment, the frequency range can be (almost)
arbitrarily small, the window function we adopt is thus
a simple top-hat function. As a reference cosmology, we
adopt a ⇤CDM flat Universe with cosmological parame-
ters ⌦m = 0.28, ⌦b = 0.045, Hubble constant h = 0.7 in
units of 100 km/s/Mpc, spectral index of the primordial

FIG. 2. Top panel: Forecasted 95% error on fNL as a func-
tion of the mean redshift (or frequency) with a survey size
of �⌫ = 200MHz. Middle Panel: redshift dependence of the
bias. Bottom panel: e↵ective volume of the survey.

power spectrum ns = 0.96, normalisation of the present-
day power spectrum �8 = 0.8 and fNL = 0.
With these definitions in hand, we can proceed to

perform a Fisher matrix analysis [28, 29]. Thus, the
marginal error, �f

NL

, obeys

1

�f
NL

=

vuut
`
maxX

`=`
min

2`+ 1

2
fsky

@[CHI
` ]ij

@fNL

⇥
�HI
`

⇤�1

ij,mn

@[CHI
` ]mn

@fNL
,

where [CHI
` ]ij is a shorthand for CHI

` (⌫i, ⌫j), and
[�HI

` ]ij,mn = [CHI
` + NHI

` ]im[CHI
` + NHI

` ]jn + [CHI
` +

NHI
` ]in[CHI

` +NHI
` ]jm is the covariance of the signal, given

NHI
` the angular power spectrum of experimental noise

(in this analysis we are focussing on fNL as the single
parameter, a valid approximation on ultra-large scales).
Again, let us first focus on a zero-noise experiment.

In the top panel of Fig. 2, we show how �f
NL

changes
with frequency range, for `max = 60 (red diamonds) and
300 (green squares). Each point in the panel refer to
the central redshift of a 200MHz band with bin width
�⌫ = 10MHz. As we saw before, it is essential for the
bias to move away from 1 (usually at z ⇠ 1) in order to
obtain strong constraints. Moreover, it is the volume of
the survey that determines the ability to probe below fNL

of 10: for such a method to be successful, we need a deep
survey with a large bandwidth accessing frequencies of
400MHz and below. Crucially, given our fundamental ig-
norance about the redshift evolution of the bias, we need
to span a wide range of redshifts to capture bHI(k, z) 6= 1.
If we are to access the cosmic variance régime, we need

to explore di↵erent experimental strategies. We focus
on a bandwidth BW 2 [250, 1000]MHz, which corre-
sponds to 0.5 . z . 4.5, subdivided into seventy five
frequency bins of width �⌫ = 10MHz. This implies a
75 ⇥ 75 tomographic [CHI

` ]ij matrix, that we approxi-
mate by considering block-diagonal 20⇥ 20 tomographic

bandwidth=200MHz

2-
si

gm
a

SKA1
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To further reduce uncertainty, we proceed with the cross-correlation
(stacking) technique. Cross-correlation reduces the error because ter-
restrial RFI and residuals of the continuum sources are randomly
located compared to the locations of optically bright galaxies. To carry
out the cross-correlation, we arrange the DEEP2 data in the same
matrix as the radio data (Fig. 1). We calculate the weighted cross-
correlation between the data in Fig. 1b and c, producing the correla-
tion function in Fig. 2. We detect significant cross-correlation power
out to a relative displacement (lag) of ,10 h21 Mpc in the redshift
direction.

To check this cross-correlation result, we carry out a statistical null
test. We randomize the optical redshifts many times, each time
repeating the correlation calculation. We find no significant correla-
tion in the randomized sets and we use the bootstrap variance to
estimate the uncertainties in our measurements. The null test con-
firms that the residual RFI and astronomical continuum sources are
unlikely to cause false detection of 21-cm emission.

The measured cross-correlation can be compared to a model pre-
diction. Locations of optically catalogued galaxies are known to be
correlated amongst themselves, and 21-cm emission is also thought
to originate in galaxies. We therefore model the cross-correlation by
adopting the DEEP2 optical galaxy auto-correlation function,
modelled as a power law7, j(R) 5 (R/R0)21.66, where R is the separa-
tion and R0 5 3.53 h21 Mpc at z 5 0.8, which we convolve with the
telescope primary beam in the transverse direction. In the radial
direction we must account for peculiar velocities. The pairwise velo-
city distribution is modelled as a Gaussian with standard deviation
s12 5 395 km s21, using the relation s12 < H(z)R0 (refs 7, 8). The
expected correlation, calculated using this model, is plotted in
Fig. 2 using the best fit value of the correlation amplitude.

We use the correlation amplitude to constrain the neutral hydro-
gen density at redshift 0.8. The cross-correlation jHI,opt (in mK)
between the optical galaxy density field and the neutral hydrogen
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Figure 1 | Spectra of DEEP2 Field-4. a, b, Radio flux arranged with redshift
horizontal and right ascension vertical. Each panel contains data collected in
two declination bins, separated by 159, roughly one GBT beam width. The
higher declination strip occupies the top half of each panel. The pixels are
2 h21 Mpc in size in each dimension. a, Measured flux after the polarization
cut has removed the brightest terrestrial emission. The r.m.s. fluctuation of
the map is 128 mK. Vertical structures are due to residual RFI: the wide
stripes are digital television signals and narrow vertical features are analogue
television carriers. Redshift windows free of RFI are rare on the right side of
the plot, which corresponds to greater redshift and lower frequency. The
horizontal bright stripes are due to continuum emissions by astronomical

sources (NVSS J0228061003117 and NVSS J0229381002513), and the
width of these stripes shows the GBT beam width. b, Inverse-variance-
weighted radio brightness temperature, after subtraction of continuum
sources. The weighted r.m.s. fluctuation is 3.8 mK. Even though the standard
deviation of the flux values in this panel has been reduced by more than a
factor of 30 compared to a, residual RFI and continuum emission dominates
the overall variance. c, Optical galaxy density in the DEEP2 catalogue,
smoothed to match the resolution of the radio data. The r.m.s. fluctuation of
the map is 1.8. The cross-correlation function in Fig. 2 is calculated by
multiplying the data in b and c with a relative displacement in redshift, then
calculating the variance of the product map.
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Figure 2 | The cross-correlation between the DEEP2 density field and GBT
H I brightness temperature. Crosses, measured cross-correlation
temperature. Error bars, 1s bootstrap errors generated using randomized
optical data. Diamonds, mean null-test values over 1,000 randomizations as
described in Supplementary Information. The same bootstrap procedure
performed on randomized radio data returns very similar null-test values
and error bars. Solid line, a DEEP2 galaxy correlation model, which assumes
a power law correlation and includes the GBT telescope beam pattern as well
as velocity distortions, and uses the best-fit value of the cross-correlation
amplitude.
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To further reduce uncertainty, we proceed with the cross-correlation
(stacking) technique. Cross-correlation reduces the error because ter-
restrial RFI and residuals of the continuum sources are randomly
located compared to the locations of optically bright galaxies. To carry
out the cross-correlation, we arrange the DEEP2 data in the same
matrix as the radio data (Fig. 1). We calculate the weighted cross-
correlation between the data in Fig. 1b and c, producing the correla-
tion function in Fig. 2. We detect significant cross-correlation power
out to a relative displacement (lag) of ,10 h21 Mpc in the redshift
direction.

To check this cross-correlation result, we carry out a statistical null
test. We randomize the optical redshifts many times, each time
repeating the correlation calculation. We find no significant correla-
tion in the randomized sets and we use the bootstrap variance to
estimate the uncertainties in our measurements. The null test con-
firms that the residual RFI and astronomical continuum sources are
unlikely to cause false detection of 21-cm emission.

The measured cross-correlation can be compared to a model pre-
diction. Locations of optically catalogued galaxies are known to be
correlated amongst themselves, and 21-cm emission is also thought
to originate in galaxies. We therefore model the cross-correlation by
adopting the DEEP2 optical galaxy auto-correlation function,
modelled as a power law7, j(R) 5 (R/R0)21.66, where R is the separa-
tion and R0 5 3.53 h21 Mpc at z 5 0.8, which we convolve with the
telescope primary beam in the transverse direction. In the radial
direction we must account for peculiar velocities. The pairwise velo-
city distribution is modelled as a Gaussian with standard deviation
s12 5 395 km s21, using the relation s12 < H(z)R0 (refs 7, 8). The
expected correlation, calculated using this model, is plotted in
Fig. 2 using the best fit value of the correlation amplitude.

We use the correlation amplitude to constrain the neutral hydro-
gen density at redshift 0.8. The cross-correlation jHI,opt (in mK)
between the optical galaxy density field and the neutral hydrogen

60
40
20
60
40
20
0

60
40
20
60
40
20
0

60
40
20
60
40
20
0

S
pa

tia
l d

is
ta

nc
e 

(h
–1

 M
pc

)

a

b

c

Redshift distance (h–1 Mpc)

1,800 2,200 2,400 2,6002,000

1,800 2,200 2,400 2,6002,000

1,800 2,200 2,400 2,6002,000

Figure 1 | Spectra of DEEP2 Field-4. a, b, Radio flux arranged with redshift
horizontal and right ascension vertical. Each panel contains data collected in
two declination bins, separated by 159, roughly one GBT beam width. The
higher declination strip occupies the top half of each panel. The pixels are
2 h21 Mpc in size in each dimension. a, Measured flux after the polarization
cut has removed the brightest terrestrial emission. The r.m.s. fluctuation of
the map is 128 mK. Vertical structures are due to residual RFI: the wide
stripes are digital television signals and narrow vertical features are analogue
television carriers. Redshift windows free of RFI are rare on the right side of
the plot, which corresponds to greater redshift and lower frequency. The
horizontal bright stripes are due to continuum emissions by astronomical

sources (NVSS J0228061003117 and NVSS J0229381002513), and the
width of these stripes shows the GBT beam width. b, Inverse-variance-
weighted radio brightness temperature, after subtraction of continuum
sources. The weighted r.m.s. fluctuation is 3.8 mK. Even though the standard
deviation of the flux values in this panel has been reduced by more than a
factor of 30 compared to a, residual RFI and continuum emission dominates
the overall variance. c, Optical galaxy density in the DEEP2 catalogue,
smoothed to match the resolution of the radio data. The r.m.s. fluctuation of
the map is 1.8. The cross-correlation function in Fig. 2 is calculated by
multiplying the data in b and c with a relative displacement in redshift, then
calculating the variance of the product map.
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Figure 2 | The cross-correlation between the DEEP2 density field and GBT
H I brightness temperature. Crosses, measured cross-correlation
temperature. Error bars, 1s bootstrap errors generated using randomized
optical data. Diamonds, mean null-test values over 1,000 randomizations as
described in Supplementary Information. The same bootstrap procedure
performed on randomized radio data returns very similar null-test values
and error bars. Solid line, a DEEP2 galaxy correlation model, which assumes
a power law correlation and includes the GBT telescope beam pattern as well
as velocity distortions, and uses the best-fit value of the cross-correlation
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Chang+ 2010 GBT x DEEP => HI at z=0.8

temperature field is related to the density structure by (see, for
example, ref. 1)

jHI;opt~ DTbdopt

! "
~284 b r d2

opt

VHI

10{3

# $
h

0:73

# $

Vmz 1zzð Þ{3VL

0:37

 !{0:5
1zz

1:8

# $0:5
ð1Þ

where DTb is the neutral hydrogen 21-cm brightness temperature
fluctuations, Tb 5 284 mK is the 21-cm mean sky brightness tem-
perature at z 5 0.8, VHI ; rHI/rc,0 is the H I density over the pre-
sent-day critical density, Vm the matter density, and h is the
current expansion rate in units of 100 km s21 Mpc21. dopt is the
optical density field, which is related to the neutral hydrogen

density field, dHI 5 brdopt, where b~ d2
HI

! "1=2
.

d2
opt

D E1=2
is the

bias factor, and r~ dHIdopt

! ".
d2

HI

! "
d2

opt

D E% &1=2
is the stochasticity.

Note that jrj# 1, and our data show r to be positive. The effective d2
opt

values for DEEP2 Field-3 and Field-4 calculated with simulations
described in Supplementary Information are 2.3 and 3.3, respectively.
A cosmic hydrogen fraction of rH/rb 5 0.75 is assumed.

The correlation function at zero lag has a 21-cm brightness tem-
perature 157 6 42 mK at a mean effective redshift of z 5 0.8, from
which we infer a value of VHI 5 (5.5 6 1.5) 3 1024 3 (1/rb).
Combining all data in Fig. 2, the statistical significance of the detec-
tion is at the 4s level.

The cross-correlation technique measures only the 21-cm com-
ponent that clusters near optically bright galaxies. There may be
additional neutral gas at high redshift that is more broadly distrib-
uted, or the gas may be clumped, but at locations not near the DEEP2
galaxies. If so, our fitting of the optical galaxy correlation function to
the data underweights this component. Our detection should there-
fore be treated as a lower bound to the total neutral gas density.

We estimate that the contribution of the DEEP2 galaxies to the
total zero-lag 21-cm flux variance is , 20% of the total. The radio
data have many galaxies in each independent resolution element, so
we can not separate flux in the zero-lag bin due to the 21-cm emission
of the DEEP2 galaxies themselves from that due to aggregate emis-
sion of other galaxies concentrated nearby. The effective resolution
element in this survey is 93 (h21 Mpc)3, determined by the telescope
angular resolution and pairwise velocity dispersion. On average there
are five DEEP2 galaxies in each resolution element. We assume that
these have 21-cm luminosities similar to low-redshift galaxies in
estimating their contribution.

At z < 1, the neutral gas density VHI is particularly difficult to
measure. At low redshifts (using the Hubble Space Telescope), VHI

has been measured via the Lyman-a line absorption of ultraviolet
light from distant quasars. Extrapolating to redshift z 5 1.2,
VHI 5 (7.2 6 2.2) 3 1024 is found9. Similar observations can also
be made with ground-based telescopes at redshifts above two,
as these wavelengths penetrate the atmosphere. However at red-
shift z 5 2.2, a substantially lower neutral hydrogen content

VHI 5 (3.9 6 0.7) 3 1024 is found10. Despite the high redshift, the
ground-based measurement is consistent with the measured pre-
sent-day value11. This implies little evolution of the average gas den-
sity, which conflicts with the clear evolution of star formation rate.
Our data constrain the combination VHIrb, but there is so far no
observational constraint on the 21-cm stochasticity r or the bias b.
Theoretical estimates of rb lie in the range 0.5–2, a range too wide for
the 21-cm data to weigh in. With further 21-cm observations, r could
be measured by detecting both the auto- and cross-correlations, and b
could be determined by measuring velocity space distortions12. This in
turn would allow measurement of the neutral gas density at z < 1 by
means of 21-cm intensity mapping.
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Radio Cosmology at z<6
21 cm intensity mapping offers efficient probe of LSS at high-z  
BINGO/GBT z<1, SKA1/CHIME z<2.5, SKA2 z<5!
 
Large volume accessible for cosmology; spectroscopic for RDS 
=> promise for dark energy constraints 
 
Potential to access largest scales to constrain non-G, relativistic 
effects, …!
!
Competitive with other more traditional LSS probes 
 
SKA2:!
• HI redshift survey (billion galaxy survey) will be state of art!
• Radio lensing competitive with optical e.g. Euclid!

!
General:!
• Radio gives different systematics to optical/IR



Cosmology from Epoch of Reionization/Cosmic Dawn

with K. Ichiki, A. Mesinger, B. Metcalf, M. Santos for Cosmology and EoR Science Teams
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CMB and reionization
Planck collaboration: CMB power spectra & likelihood
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Figure E.2. 1D (top) and 2D (bottom) posterior probability for
⌧ and the combination ⌧ � As, for two di↵erent Galactic dust
templates. These are computed using dust template coe�cients
estimated with the WMAP ‘processing’ mask. The di↵erence in
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Planck collaboration: CMB power spectra & likelihood
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Figure D.2. Covariance matrix between cosmological parameters and detector cross-calibration coe�cients (the calibration of the
143-5 detector is set to 1 to avoid an overall degeneracy with the total signal amplitude).

Table E.1. Reduced �2 values obtained from Eq. E.1 for map
pixels outside the WMAP 9-year processing mask. The number
of d.o.f. is 5742.

Ka Q V
Planck 353 GHz 1.127 1.132 0.991
WMAP dust model 1.135 1.149 1.030

353 GHz map, and the overall �2, shown in Table E, is slightly
improved using the Planck dust map.

We test the e↵ect on cosmological parameters, in particular
the optical depth to reionization, using the two di↵erent tem-
plates. Using the Planck 353 GHz channel as the dust template,
with coe�cients estimated using the processing mask, lowers
the best fit value of ⌧ by about 1� (see Fig. E.2). we find
⌧ = 0.075 ± 0.013, compared with ⌧ = 0.089 ± 0.013 using
the WMAP dust model. This also has the e↵ect of lowering As,

from 3.088±0.025 to 3.061±0.025, but other⇤CDM parameters
are not a↵ected. We note though that using template coe�cients
estimated outside the P06 Galactic mask, the optical depth us-
ing the Planck template is lowered by only 0.5� compared to
the WMAP template, indicating some spatial dependence. We
conclude that the impact on cosmological parameters from the
choice of dust template is not significant, but anticipate more
extensive analysis with the full Planck polarization data set.
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We test the e↵ect on cosmological parameters, in particular
the optical depth to reionization, using the two di↵erent tem-
plates. Using the Planck 353 GHz channel as the dust template,
with coe�cients estimated using the processing mask, lowers
the best fit value of ⌧ by about 1� (see Fig. E.2). we find
⌧ = 0.075 ± 0.013, compared with ⌧ = 0.089 ± 0.013 using
the WMAP dust model. This also has the e↵ect of lowering As,

from 3.088±0.025 to 3.061±0.025, but other⇤CDM parameters
are not a↵ected. We note though that using template coe�cients
estimated outside the P06 Galactic mask, the optical depth us-
ing the Planck template is lowered by only 0.5� compared to
the WMAP template, indicating some spatial dependence. We
conclude that the impact on cosmological parameters from the
choice of dust template is not significant, but anticipate more
extensive analysis with the full Planck polarization data set.
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Fig. 2.— kSZ power spectra due to patchy reionization for di↵er-
ent z

mid

, defined by xe = 0.5 (dot-dashed versus dotted black

lines), minimum star forming mass M

min

(dashed versus solid

black lines), and maximum ionized bubble scale (blue solid

line). The di↵erent M

min

cases are shown at a smaller �z to al-
low plotting in the same panel. The blue solid line shows the kSZ
power spectrum for a reionization model with r

max

= 5Mpc/h.
The red, dot-dashed line shows our fiducial homogeneous kSZ
template (see §4.1.1).

Collaboration 2011). The SPT bandpowers are based
on observations at 95, 150, and 220GHz of 800 deg2 of
sky. From these maps, R11 estimate multi-frequency
bandpowers covering angular scales 2000 < ` < 9400.
The three-frequency SPT bandpowers are used to
constrain the CIB, tSZ, and kSZ power spectra. The
Planck/HFI data aid in constraining the CIB frequency
dependence and its angular dependence on large scales.

4. MODEL FITTING

We use Monte Carlo Markov chain (MCMC) tech-
niques to fit the data with a ⇤CDM cosmological
model including lensed primary CMB anisotropy, tSZ
anisotropy, kSZ anisotropy, and foregrounds. The model
and parameter fitting is described fully in R11. Here we
briefly describe the full model before focusing on the ele-
ments shown by R11 to be important for the kSZ power
measurement.
We adopt the standard, six-parameter, spatially flat,

⇤CDM cosmological model to predict the primary CMB
temperature anisotropy. R11 consider model extensions
including running of the spectral index, massive neutri-
nos, and freedom in the number of neutrino species, find-
ing no e↵ect on the kSZ constraints. R11 also show that
the systematic uncertainty in kSZ power due to uncer-
tainty in the CMB lensing potential is much smaller than
the derived kSZ uncertainties.
We include seven free parameters for the small-scale

temperature anisotropies from the tSZ and kSZ e↵ects,
and the CIB. We also include radio galaxies and galactic
cirrus with strong priors as described by R11. Two pa-
rameters are the amplitudes of the tSZ and kSZ power
spectra; the remaining five parameters describe the CIB
model. The chosen tSZ template is the baseline model
from Shaw et al. (2010). R11 show that the resulting
kSZ power spectrum results are insensitive to the shape
of the tSZ template. The kSZ template and CIB model

are critical for the reionization constraints in this work,
and will be described next.

4.1. Kinetic Sunyaev-Zel’dovich e↵ect

We adopt two main templates for the kSZ power spec-
trum. The first template includes only the contribution
from patchy reionization (see §2). The second and more
realistic template includes roughly equal contributions
from the reionization and post-reionization epochs. We
henceforth refer to the post-reionization, homogeneously
ionized, component as the “homogeneous kSZ” signal,
and that from reionization as the “patchy kSZ” signal.
We discuss the homogeneous kSZ model next.

4.1.1. Homogeneous kinetic Sunyaev-Zel’dovich e↵ect

For the homogeneous kSZ signal, we adopt the cool-
ing plus star-formation (CSF) model presented by Shaw
et al. (2011). This model is constructed by calibrating an
analytic model for the homogeneous kSZ power spectrum
with a hydrodynamical simulation including metallicity-
dependent radiative cooling and star-formation. Shaw
et al. (2011) measured the power spectrum of gas density
fluctuations in the simulation over a range of redshifts,
and used this to calculate the homogeneous kSZ power
spectrum. The approximate scaling for this model with
cosmological parameters is given by

Dhomog
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This scaling (but not amplitude) is also a good approx-
imation to the cosmological dependence of the patchy
kSZ component. We vary the predicted post-reionization
Dhomog

3000

with z

end

when interpreting the results in §6. The
CSF model kSZ component for z

end

= 8 is shown in the
red line in Figure 2. The model utilized here assumes he-
lium is singly ionized between 3  z  z

end

and doubly
ionized for z < 3.

4.2. Dusty galaxies (CIB)

The CIB is produced by thermal emission from dusty
star-forming galaxies (DSFGs) over a very broad range
in redshift (Lagache et al. 2005; Marsden et al. 2009).
The dust grains, ranging in size from a few molecules to
0.1 mm, absorb light at wavelengths smaller than their
size, and re-radiate it at longer wavelengths. Su�cient
absorption occurs to account for roughly equal amounts
of energy in the CIB and in the unprocessed starlight that
makes up the optical/UV background (Dwek & Arendt
1998; Fixsen et al. 1998).
The power spectrum of these DSFGs will have Poisson

and clustered components. Both CIB components have
more power than the kSZ power spectrum on the angu-
lar scales and photon frequencies of interest (except at
95GHz where the powers are comparable). The Poisson
component shows up as D

`

/ `

2 since the galaxies are
small (e↵ectively point sources) compared to the angular
scales probed here. We model the clustered component
by a power-law of the form D

`

/ `

0.8, a shape motivated
by recent observations (Addison et al. 2011, R11). We

Zahn+ 2012

Optical depth

kSZ

~ constrains midpoint  
of reionization 

~ constrains duration 
of reionization 

kSZ band power at l~3000

(see Mesinger+ 2012 for caveats)
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FIG. 4.— Joint constraints on the reionization history, assuming ionizing photon contributions from galaxies with MUV < −17 (maximum likelihood model
shown as dashed line in all panels), MUV < −10 (maximum likelihood model shown as dotted line in all panels), and MUV < −13 (maximum likelihood model
shown as white line in all panels; 68% credibility regions shown as colored areas). We use the posterior distributions for ρUV with redshift shown in Figure 3,
extrapolated stellar mass density constraints, and the posterior distribution on the electron scattering optical depth (Hinshaw et al. 2012) as likelihood functions
to constrain the simple parameterized model for the evolving UV luminosity density given by Equation 14 at redshifts z ! 4. The constrained evolution of ρUV
is shown in the upper left panel (error bars indicate the ρUV constraints for MUV < −13, but each model uses the appropriate constraints). From ρUV(z), we
can simply integrate with redshift to determine the stellar mass densities (bottom left panel; data points with error bars indicate extrapolations of the Stark et al.
(2012) stellar mass densities to MUV < −13, but all models use the appropriate constraints). The models tend to exceed slightly the stellar mass densities at the
highest-redshifts (z∼ 7), a result driven by the constraint on the election scattering optical depth. By assuming the well-motivated values of the ratio of Lyman
continuum photon production rate to UV luminosity logξion = 25.2 logergs−1 Hz for individual sources, an ionizing photon escape fraction fesc = 0.2, and an
intergalactic medium clumping factor ofCHII = 3, the reionization history QHII calculated by integrating Equation 1 is shown in the upper right panel. Integrating
the reionization history provides the electron scattering optical depth (lower right panel, 9-year WMAP constraint indicated as the grey region).
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the contention that the bulk of the stars at this epoch are al-
ready enriched by earlier generations. Collectively, these two
results support an extended reionization process.
We synthesize these UDF12 findings with the recent 9-

yearWilkinson Microwave Anisotropy Probe (WMAP) results
(Hinshaw et al. 2012) and stellar mass density measurements
(Stark et al. 2012) to provide new constraints on the role of
high-redshift star-forming galaxies in the reionization pro-
cess. Enabled by the new observational findings, we perform
Bayesian inference using a simple parameterized model for
the evolving UV luminosity density to find reionization his-
tories, stellar mass density evolutions, and electron scatter
optical depth progressions consistent with the available data.
We limit the purview of this paper to empirical modeling of
the reionization process, and comparisons with more detailed
galaxy formation models will be presented in a companion
paper (Dayal et al., in preparation).
Throughout this paper, we assume the 9-year WMAP cos-

mological parameters (as additionally constrained by exter-
nal CMB datasets; h = 0.705, Ωm = 0.272, ΩΛ = 0.728,
Ωb = 0.04885). Magnitudes are reported using the AB sys-
tem (Oke & Gunn 1983). All Bayesian inference and maxi-
mum likelihood fitting is performed using theMultiNest code
(Feroz & Hobson 2008; Feroz et al. 2009).

2. THE PROCESS OF COSMIC REIONIZATION
Theoretical models of the reionization process have a long

history. Early analytic and numerical models of the reioniza-
tion process (e.g., Madau et al. 1999; Miralda-Escudé et al.
2000; Gnedin 2000; Barkana & Loeb 2001; Razoumov et al.
2002; Wyithe & Loeb 2003; Ciardi et al. 2003) highlighted
the essential physics that give rise to the ionized inter-
galactic medium (IGM) at late times. In the follow-
ing description of the cosmic reionization process we fol-
low most closely the modeling of Madau et al. (1999),
Bolton & Haehnelt (2007b), Robertson et al. (2010), and
Kuhlen & Faucher-Giguère (2012), but there has been closely
related recent work by Ciardi et al. (2012) and Jensen et al.
(2013).
The reionization process is a balance between the recombi-

nation of free electrons with protons to form neutral hydrogen
and the ionization of hydrogen atoms by cosmic Lyman con-
tinuum photons with energies E > 13.6 eV. The dimension-
less volume filling fraction of ionized hydrogen QHII can be
expressed as a time-dependent differential equation capturing
these competing effects as

Q̇HII =
ṅion
⟨nH⟩

−
QHII
trec

(1)

where dotted quantities are time derivatives.
The comoving density of hydrogen atoms

⟨nH⟩ = XpΩbρc (2)
depends on the primordial mass-fraction of hydrogen Xp =
0.75 (e.g., Hou et al. 2011), the critical density ρc = 1.8787×
10−29h−2 g cm3, and the fractional baryon density Ωb.
As a function of redshift, the average recombination time in

the IGM is

trec =
[

CHIIαB(T )(1+Yp/4Xp)⟨nH⟩(1+ z)3
]−1

, (3)
where αB(T ) is the case B recombination coefficient for hy-
drogen (we assume an IGM temperature of T = 20,000K),
Yp = 1−Xp is the primordial helium abundance (and accounts

for the number of free electrons per proton in the fully ion-
ized IGM, e.g., Kuhlen & Faucher-Giguère 2012), andCHII ≡
⟨n2H⟩/⟨nH⟩2 is the “clumping factor” that accounts for the ef-
fects of IGM inhomogeneity through the quadratic depen-
dence of the recombination rate on density.
Simulations suggest that the clumping factor of IGM gas

is CHII ≈ 1−6 at the redshifts of interest (e.g., Sokasian et al.
2003; Iliev et al. 2006; Pawlik et al. 2009; Shull et al. 2012;
Finlator et al. 2012). While early hydrodynamical simulation
studies suggested that the clumping factor could be as high
as CHII ∼ 10− 40 at redshifts z < 8 (e.g., Gnedin & Ostriker
1997), recent studies that separately identify IGM and inter-
stellar medium gas in the simulations and employ a more de-
tailed modeling of the evolving UV background have found
lower values ofCHII. An interesting study of the redshift evo-
lution of the clumping factor was provided by Pawlik et al.
(2009, see their Figures 5 and 7). At early times in their
simulations (z ≥ 10), the clumping factor was low (CHII < 3)
but increased with decreasing redshift at a rate similar to pre-
dictions from the Miralda-Escudé et al. (2000) model of the
evolving IGM density probability distribution function. In
the absence of photoheating, at lower redshifts (z ! 9) the
clumping factor would begin to increase more rapidly than
the Miralda-Escudé et al. (2000) prediction to reach CHII ∼
10− 20 by z ∼ 6. In the presence of photoheating, the evo-
lution of the clumping factor depends on the epoch when the
uniform UV background becomes established. If the IGM
was reheated early (z ∼ 10− 20) the predicted rise in clump-
ing factor breaks after the UV background is established and
increases only slowly to CHII ∼ 3− 6 at late times (z ∼ 6). If
instead, and perhaps more likely, the IGM is reheated later
(e.g, z ∼ 6− 8) the clumping factor may actually decrease at
late times fromCHII ∼ 6−10 at z∼ 8 toCHII ∼ 3−6 at z∼ 6.
The results of these simulations (e.g., Pawlik et al. 2009;

Finlator et al. 2012) in part motivate our choice to treat the
clumping factor as a constantCHII ∼ 3 since over a wide range
of possible redshifts for the establishment of the UV back-
ground the clumping factor is expected to be CHII ∼ 2 − 4
at z ! 12 (see Figure 5 of Pawlik et al. 2009) and lower
at earlier times. In comparison with our previous work
(Robertson et al. 2010), where we consideredCHII = 2−6 and
frequently used CHII = 2 in Equation 3, we will see that our
models complete reionization somewhat later when a some-
what larger value of CHII is more appropriate. However,
we note that the end of the reionization process may be
more complicated than what we have described above (see,
e.g., Section 9.2.1 of Loeb & Furlanetto 2012). As reioniza-
tion progresses, the ionized phase penetrates more and more
deeply into dense clumps within the IGM – the material that
will later form the Lyman-α forest (and higher column den-
sity systems). These high-density clumps recombine much
faster than average, soCHII may increase throughout reioniza-
tion (Furlanetto & Oh 2005). Combined with the failure of
Equation 1 to model the detailed distribution of gas densities
in the IGM, we expect our admittedly crude approach to fail
at the tail end of reionization. Fortunately, we are primarily
concerned with the middle phases of reionization here, so any
unphysical behavior when QHII is large is not important for
us.
The comoving production rate ṅion of hydrogen-ionizing

photons available to reionize the IGM depends on the intrin-
sic productivity of Lyman continuum radiation by stellar pop-
ulations within galaxies parameterized in terms of the rate of
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hydrogen-ionizing photons per unit UV (1500Å) luminosity
ξion (with units of ergs−1 Hz), the fraction fesc of such photons
that escape to affect the IGM, and the total UV luminosity
density ρUV (with units of ergs s−1 Hz−1 Mpc−3) supplied by
star-forming galaxies to some limiting absolute UV magni-
tudeMUV. The product

ṅion = fescξionρUV (4)
then determines the newly available number density of Ly-
man continuum photons per second capable of reionizing in-
tergalactic hydrogen. We note that the expression of ṅion in
terms of UV luminosity density rather than star formation rate
(c.f., Robertson et al. 2010) is largely a matter of choice; stel-
lar population synthesis models with assumed star formation
histories are required to estimate ξion and using the star for-
mation rate density ρSFR in Equation 4 therefore requires no
additional assumptions. Throughout this paper, we choose
fesc = 0.2. As shown by Ouchi et al. (2009), escape fractions
comparable to or larger than fesc = 0.2 during the reionization
epoch are required for galaxieswith typical stellar populations
to contribute significantly. We also consider an evolving fesc
with redshift, with the results discussed in Section 6.2 below.
The advances presented in this paper come primarily from

the new UDF12 constraints on the abundance of star-forming
galaxies over 6.5< z < 12, the luminosity functions down to
MUV≃ −17, and robust determinations of their UV continuum
colors. For the latter, in Section 3, we use the UV spectral
slope of high-redshift galaxies by Dunlop et al. (2012b) and
the stellar population synthesis models of Bruzual & Charlot
(2003) to inform a choice for the number ξion of ionizing pho-
tons produced per unit luminosity. For the former, the abun-
dance and luminosity distribution of high-redshift galaxies de-
termined by Ellis et al. (2013), Schenker et al. (2012a), and
McLure et al. (2012) provide estimates of the evolving UV
luminosity density ρUV. The evolving UV luminosity density
supplied by star-forming galaxies brighter than some limiting
magnitude MUV is simply related to an integral of the lumi-
nosity function as

ρUV(z) =
∫ MUV

−∞
Φ(M)L(M)dM, (5)

where L is the luminosity and the functional form of the
galaxy luminosity function is often assumed to be a Schechter
(1976) function

Φ(M) = 0.4ln10 φ⋆

[

100.4(M⋆−M)
]1+α exp

[

−100.4(M⋆−M)
]

(6)
parameterized in terms of the normalization φ⋆ (in units
of Mpc−3 mag−1), the characteristic galaxy magnitude M⋆,
and the faint-end slope α. Each of these parameters may
evolve with redshift z, which can affect the relative impor-
tance of faint galaxies for reionization (e.g., Oesch et al. 2009;
Bouwens et al. 2012b). In Sections 4 and 4.1 below, we
present our method of using the previous and UDF12 data sets
to infer constraints on the luminosity density as a function of
redshift and limiting magnitude.

2.1. Stellar Mass Density as a Constraint on Reionization
The UV luminosity density is supplied by short-lived, mas-

sive stars and therefore reflects the time rate of change of the
stellar mass density ρ⋆(z). In the context of our model, there
are two routes for estimating the stellar mass density. First,
we can integrate the stellar mass density supplied by the star

formation rate inferred from the evolving UV luminosity den-
sity as

ρ⋆(z) = (1−R)
∫ z

∞

ηsfr(z′)ρUV(z′)
dt
dz′

dz′, (7)

where ηsfr(z) provides the stellar population model-dependent
conversion between UV luminosity and star formation rate (in
unitsM⊙ yr−1 ergs−1 s Hz), R is the fraction of mass returned
from a stellar population to the ISM (28% for a Salpeter 1955
model after ∼ 10 Gyr for a 0.1 − 100M⊙ IMF), and dt/dz
gives the rate of change of universal time per unit redshift
(in units of yr). While ηsfr(z) is in principle time-dependent,
there is no firm evidence yet of its evolution and we adopt a
constant value throughout.
While the evolving stellar mass density can be calculated

in our model, the observational constraints on ρ⋆ have in-
volved integrating a composite stellar mass function con-
structed from the UV luminosity function and a stellar mass
to UV luminosity relation (González et al. 2011; Stark et al.
2012, see also Labbe et al. 2012). Using near-IR observa-
tions with the Spitzer Space Telescope, stellar masses of UV-
selected galaxies are measured as a function of luminosity.
Stark et al. (2012) find that the stellar mass – LUV relation,
corrected for nebular emission contamination, is well de-
scribed by

logm⋆ = 1.433logLUV −31.99+ f⋆(z) (8)
where m⋆ is the stellar mass inM⊙, LUV is the UV luminosity
density in ergs s−1 Hz−1, and f⋆(z) = [0,−0.03,−0.18,−0.40]
for redshift z≈ [4,5,6,7].
The stellar mass density will then involve an integral over

the product of the UV luminosity function and the stellar mass
m⋆(LUV). However, the significant scatter in them⋆(LUV) rela-
tion (σ ≈ 0.5 in logm⋆, see González et al. 2011; Stark et al.
2012) must be taken into account. The gaussian scatter p[M′−
M(logm⋆)] in luminosity contributing at a given logm⋆ can be
incorporated into the stellar mass function dn⋆/d logm⋆ with
a convolution over the UV luminosity function. We write the
stellar mass function as

dn⋆
d logm⋆

= dM
d logm⋆

∫ ∞

−∞
Φ(M′)p[M′ −M(logm⋆)]dM′. (9)

For vanishing scatter Equation 9 would give simply
dn⋆/dm⋆ = Φ[M(m⋆)]× dM/dm⋆. The stellar mass density
ρ⋆ can be computed by integrating this mass function as

ρ⋆(<m⋆,z) =
∫ logm⋆

−∞

dn⋆
d logm′

⋆

m′
⋆d logm′

⋆. (10)

A primary feature of the stellar mass function is that the stellar
mass – UV luminosity relation and scatter flattens it relative
to the UV luminosity function. Correspondingly, the stellar
mass density converges faster with decreasing stellar mass or
luminosity than does the UV luminosity density (Equation 5).
The stellar mass density then serves as an additional, integral
constraint on ṅion.

2.2. Electron Scattering Optical Depth
Once the evolving production rate of ionizing photons ṅion

is determined, the reionization history QHII(z) of the universe
can be calculated by integrating Equation 1. An important
integral constraint on the reionization history is the electron
scattering optical depth τ inferred from observations of the
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hydrogen-ionizing photons per unit UV (1500Å) luminosity
ξion (with units of ergs−1 Hz), the fraction fesc of such photons
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man continuum photons per second capable of reionizing in-
tergalactic hydrogen. We note that the expression of ṅion in
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ρUV(z) =
∫ MUV

−∞
Φ(M)L(M)dM, (5)

where L is the luminosity and the functional form of the
galaxy luminosity function is often assumed to be a Schechter
(1976) function

Φ(M) = 0.4ln10 φ⋆

[

100.4(M⋆−M)
]1+α exp

[

−100.4(M⋆−M)
]

(6)
parameterized in terms of the normalization φ⋆ (in units
of Mpc−3 mag−1), the characteristic galaxy magnitude M⋆,
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mass density converges faster with decreasing stellar mass or
luminosity than does the UV luminosity density (Equation 5).
The stellar mass density then serves as an additional, integral
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Once the evolving production rate of ionizing photons ṅion

is determined, the reionization history QHII(z) of the universe
can be calculated by integrating Equation 1. An important
integral constraint on the reionization history is the electron
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21 cm signal
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Figure 1. Simulated maps of the density, halo, ionization, and 21 cm fields. Each map is 130 Mpc/h on a side and is drawn from a simulation snapshot at z = 7.32 at
which point ⟨xi⟩ = 0.54 in our model. The density, ionization, and 21 cm maps are each 1 cell thick (0.25 Mpc/h), while the halo field is from a 60 cell (15 Mpc/h)
wedge. On large scales, the bright regions in the overdensity map tend to have more halos, be ionized, and be dim in 21 cm. The correspondence between the bright
regions in the halo field, and the dim regions in the 21 cm field, is the signal we characterize and quantify in this paper.
(A color version of this figure is available in the online journal.)

slices through our simulated density, halo, ionization, and
21 cm fields. Here one can clearly see that the bright regions in
the halo map correspond to dim regions in the 21 cm map, while
dim regions in the halo map correspond to bright regions in the
21 cm map. This anticorrelation is the signal we characterize and
calculate in the present paper. As one can see from the panels
of Figure 1, the anticorrelation arises because galaxies are more
abundant in large-scale overdense regions, which hence ionize
before typical regions. As a result, the overdense regions contain
less neutral hydrogen during reionization, and emit more dimly
in 21 cm than typical regions, while containing more galaxies
(see also Wyithe & Loeb 2007).

In order to quantify these visual impressions, we calculate and
show the 21 cm galaxy cross-power spectrum in Figure 2. The
top panel shows the absolute value of the 21 cm galaxy cross-
power spectrum, as well as the individual terms of Equation (1).
The bottom panel shows the cross-correlation coefficient be-
tween the two fields, r(k) = P21,gal(k)/[P21(k)Pgal(k)]1/2. In
estimating the cross-correlation coefficient here and throughout
this paper, we subtract shot noise from the galaxy power spec-
trum (before calculating r(k)) assuming that it is Poisson—i.e.,
we assume Pshot = 1/ngal, where ngal is the abundance of halos
above Mg,min.

The figure reveals several interesting features of the signal.
On large scales the 21 cm field is anticorrelated with the galaxy
field. As explained and visualized in Figure 1, this occurs
because galaxies form first, and ionize their surroundings, in
overdense regions. On small scales, the 21 cm and galaxy fields
are roughly uncorrelated. We can understand this by examining
the small-scale behavior of the constituent terms, as shown
in the top panel. The cross-power spectrum between neutral
hydrogen fraction and galactic density (∆2

x,gal(k), the x-gal term)
turns over on small scales, as indicated by the blue-dashed
line. This behavior is naturally similar to that of the density-
ionization cross-power spectrum, which turns over on scales
smaller than the size of the H ii regions during reionization
(Furlanetto et al. 2004; Zahn et al. 2007). The correlations
die off on sub-bubble scales because the entire interior of
each H ii region is highly ionized, irrespective of the interior
density and galaxy fields. For comparison, we additionally plot
the cross-power spectrum between neutral hydrogen fraction
and matter density. This resembles the cross-power spectrum
between neutral hydrogen fraction and galactic density, but
it turns over on slightly smaller scales. As we discuss in
Section 4 and Section 6.1, the turnover is on smaller scales
owing to ionized bubbles around low-mass halos, which host
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Figure 1: Illustration of the volume probed by SKA

temperature fluctuations may be sourced by variation in the spin temperature and neutral fraction
in addition to the density field.
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Equation 2.1 shows how these different terms come into play. In a regime where TS � TCMB and
xH = 1 then dTB will be an unbiased tracer of the density field. At all other times the effects of
astrophysics must be modelled and removed or somehow avoided. We will return to a discussion
of this point in §7 as this is a critical point.

In this section, we take the optimistic view that there will a regime in which dTb µ (1+d ) so
that the 21cm signal provides a clean measurement of the density field. This approach enables us
to evaluate the best case scenario for SKA in measuring cosmological parameters. By comparing
this to galaxy surveys we get a sense of how competitive SKA could be, if astrophysics could be
overcome.

The sensitivity of a radio interferometer to the 21cm power spectrum has been well studied
[?, ?, ?] and we follow the same approach here. The variance of a 21 cm power spectrum estimate
for a single k-mode with line of sight component k|| = µk is given by [?]:
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The first term on the right-hand-side of the above expression provides the contribution from
sample variance, while the second describes the thermal noise of the radio telescope. The thermal
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Sky averaged mean 21 cm signal
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Figure 4. Aerial view of LWA1, the recently completed first LWA station.

3. The Long Wavelength Array

The LWA will be a premier US facility for exploring the low-frequency radio spectrum

between 10 and 88 MHz, and will provide fundamental advances in knowledge, particularly

in the areas of astrophysics and ionospheric physics. This facility will also be important for

educating US students and for creating an expert academic user community that can achieve

future scientific advances in important areas of ionospheric and astrophysical research.

The LWA uses a primary receiving element design that incorporates broadband, crossed,

linearly polarized dipoles. The elements are stationary and pointed electronically. These

elements are grouped into stations each containing 256 dual-polarization antennas within

a 110 m diameter (see Fig. 4); and specifications in Table 1). Each station beam can be

steered to any point in the sky by adjusting the digital delays of the individual elements.

Beam steering is entirely electronic (and thus nearly instantaneous), and as each antenna

views much of the sky (�120�), it is possible to form independent beams. Each of the

four available beams has two selectable frequency tunings, and each tuning has a maximum

sampling rate of 19.6 MSPS, providing about 16 MHz of bandwidth. The output from each

beam can be averaged temporally and spectrally to provide 4096 spectral channels. The

data are then streamed to disk for later analysis.

The first station of the LWA (LWA1) is nearing completion, and will be fully operational

before the start of this proposal (see Table 2). LWA1 is located near the center of the

EVLA, and is operated by the University of New Mexico on behalf of the LWA Project.

This proposal aims to make use of LWA1 only, operating independently of any other LWA

stations which may be in various stages of construction.
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Foregrounds and calibration are key issues  Harker+ 2011, Liu+2013
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Fluctuation Experiments

Fig. 5.— The MWA (top left) and PAPER (bottom left) arrays, each currently deployed with 128 elements.
The 14-m HERA element (right) dramatically improves sensitivity while still delivering the spectral smooth-
ness and stability of response that are required for managing foregrounds. The core of HERA 568 consists
of a redundant hexagonal array with outrigger antennas (not shown) for imaging and foreground mitigation.

imaging (MWA). Together, these advances enable HERA to achieve the science goals envisioned in

the decadal survey at a fraction of the anticipated cost.

HERA follows a staged deployment in both physical construction and scientific processing. In

each deployment stage, improvements are incorporated into the system and new science capabilities

are unlocked. This approach o↵ers two advantages: providing early access to science, and reducing

the project risk by testing systems early and changing them incrementally. As shown in Figure

2, each stage of HERA brings an associated improvement in sensitivity that allows key aspects of

21-cm reionization science to be addressed. The timeline of HERA development and its associated

science products is outlined below.

Year 1–Infrastructure and First 37 Antennas (FY 2015).

• Install basic infrastructure (ground leveling, power, network connectivity) at a new site

⇠10 km from the current PAPER site in the Karoo.

• Move existing PAPER-128 antennas, correlator, and EMC container to new site.

• Install first 37 HERA antennas with existing PAPER feeds, electronics, and correlator.

• Start developing improved HERA baluns, receivers, feeds, nodes, and in-situ antenna calibra-

tion system. Continue delay-spectrum, FHD, and optimal estimator software development.

Year 2–Hardware Commissioning and Deep Foreground Survey (FY 2016).

• Commissioning observations using a hybrid array of 37 HERA antennas in a close-packed

hexagon surrounded by 91 PAPER antennas in an imaging configuration.

• Perform a polarized foreground survey using hybrid-antenna capability of FHD. Determine

on-sky beam response of HERA antennas to facilitate future source subtraction e↵orts.

• Finalize site infrastructure (high-bandwidth optical network, surveying, trenching).

• Commission new feeds, receivers, nodes, and calibration systems in Green Bank and SA.

• Begin HERA 127 construction.

Year 3–HERA 127 and Detecting the Rise and Fall of Reionization (FY 2017).

• Complete HERA 127 construction. Science observations begin using the PAPER correlator.

• Apply proven delay-spectrum analysis techniques to HERA 127 observations to constrain the

timing and duration of reionization.

~2017-18 (?)

HERA

Phase1: 2020 onwards!
Phase 2: 2025 -

SKA-LOW
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noise depends upon the system temperature Tsys, the survey bandwidth B, the total observing time
tint, the conformal distance D(z) to the center of the survey at redshift z, the depth of the survey DD,
the observed wavelength l , and the effective collecting area of each antennae tile Ae. The effect of
the configuration of the antennae is encoded in the number density of baselines n?(k) that observe
a mode with transverse wavenumber k? [?]. Observing a number of fields Nfield further reduces the
variance.

Estimates of the error on a power spectrum measurement are calculated using the Fisher matrix
formalism, so that the 1�s errors on the model parameter li are (F�1

i j )
1/2, where

Fi j = Â
µ

ek3Vsurvey

4p2
1

s2
P(k,µ)

∂PTb

∂li

∂PTb

∂l j
. (2.3)

In this equation, Vsurvey = D2DD(l 2/Ae) denotes the effective survey volume of our radio tele-
scopes and we assume wavenumber bins of width Dk = ek. We will be interested in the cases
where li = {P̄Tb} and li = {Pµ0 , Pµ2 , Pµ4}.

Table 1: Low-frequency radio telescopes and their parameters. We specify the number of antennae Na, total
collecting area Atot, bandwidth B, and total integration time tint for each instrument. These values are fixed
at z =?? and extrapolated to other frequencies using Atot = NantNdipAdip with the number of antennae per
station Ndip = 289 and Adip = min(l 2/3,3.2m2).

Array Na Atot(103 m2) B (MHz) tint (hr) Rmin(m) Rmax(km)

MWA 112 1.6 8 1000 4 0.75
LOFAR Core 48 38.6 8 1000 100 1.5

HERA 331 50.0 8 1000 14.3 0.3
SKA0 850⇥0.5 290⇥0.5 8 1000 35 2
SKA1 850 290 8 1000 35 2
SKA2 850⇥4 290⇥4 8 1000 35 2

We first illustrate the sensitivity of different iterations of SKA in Figure 2, where we take the
parameters in Table 1 for SKA0 - with 50% of the SKA1 baseline collecting area, SKA1, and
SKA2 - with x4 the collecting area of SKA1. For each of these we assume a filled core followed
by r�2 distribution out to a maximum radius Rmax. HERA is assumed to have a uniform antennae
distribution. SKA1 has 911 stations total with 899 in the core and 650 stations within a radius
of 1km accounting for 75% of the total number of stations and collecting area. We limit to the
innermost 850 within 2km, as the outer stations add little to the sensitivity. Physical station size is
35m. Stations have 289 antennae with antennae area Ae = l 2/3 giving 3.2m2 at 110MHz. At lower
frequencies the array is densely packed and has constant collecting area, at higher frequencies the
array becomes sparse.

Figure 2 illustrates a few key points governing parameter constraints. Here we have eliminated
modes whose wavelength exceeds the instrument bandwidth removing sensitivity to the largest
physical scales (smallest k modes). At z = 8, SKA0 is directly comparable in sensitivity to the
proposed HERA experiment [2], which is more centrally concentrated to compensate for its small

4

Status of LOFAR

Ronald Nijboer (ASTRON)
On behalf of the LOFAR team

ASTRON, Dwingeloo, 23 Aug. 2010- 1 -SKA Calibration and Imaging Workshop 2010

ASTRON is part of the Netherlands Organisation for Scientific Research (NWO)

LOFAR MWA PAPER
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21 cm summary

Systematic path to probing different epochs
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SKA will image reionization
SKA will be first instrument with sensitivity for imaging!
=> map topology of reionization Mellema+ 2013

Santos, Amblard, Pritchard+ 2008

25
STScI
MAR
2009 Simulation + Lya +X-rays

Santos, Amblard, JRP, Trac, Cen, Cooray 2008

Lya & T fluctuations
can be important

10’ 1’

~1deg
SKA FOV~ 20deg2
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Evolution of the power spectrum
Mesinger+ 2010

1 mK

10 mK

~10’

Measure power spectrum from z=27 to z~6 !
=>traces onset of star formation and IGM heating
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Paths to cosmology
Lidz+ 2009

1) Infer density directly

2) Heating by !
exotic sources

3) Ionization pattern traces!
sources traces density

4) Weak lensing by matter!
along LoS

254 LIDZ ET AL. Vol. 690

Figure 1. Simulated maps of the density, halo, ionization, and 21 cm fields. Each map is 130 Mpc/h on a side and is drawn from a simulation snapshot at z = 7.32 at
which point ⟨xi⟩ = 0.54 in our model. The density, ionization, and 21 cm maps are each 1 cell thick (0.25 Mpc/h), while the halo field is from a 60 cell (15 Mpc/h)
wedge. On large scales, the bright regions in the overdensity map tend to have more halos, be ionized, and be dim in 21 cm. The correspondence between the bright
regions in the halo field, and the dim regions in the 21 cm field, is the signal we characterize and quantify in this paper.
(A color version of this figure is available in the online journal.)

slices through our simulated density, halo, ionization, and
21 cm fields. Here one can clearly see that the bright regions in
the halo map correspond to dim regions in the 21 cm map, while
dim regions in the halo map correspond to bright regions in the
21 cm map. This anticorrelation is the signal we characterize and
calculate in the present paper. As one can see from the panels
of Figure 1, the anticorrelation arises because galaxies are more
abundant in large-scale overdense regions, which hence ionize
before typical regions. As a result, the overdense regions contain
less neutral hydrogen during reionization, and emit more dimly
in 21 cm than typical regions, while containing more galaxies
(see also Wyithe & Loeb 2007).

In order to quantify these visual impressions, we calculate and
show the 21 cm galaxy cross-power spectrum in Figure 2. The
top panel shows the absolute value of the 21 cm galaxy cross-
power spectrum, as well as the individual terms of Equation (1).
The bottom panel shows the cross-correlation coefficient be-
tween the two fields, r(k) = P21,gal(k)/[P21(k)Pgal(k)]1/2. In
estimating the cross-correlation coefficient here and throughout
this paper, we subtract shot noise from the galaxy power spec-
trum (before calculating r(k)) assuming that it is Poisson—i.e.,
we assume Pshot = 1/ngal, where ngal is the abundance of halos
above Mg,min.

The figure reveals several interesting features of the signal.
On large scales the 21 cm field is anticorrelated with the galaxy
field. As explained and visualized in Figure 1, this occurs
because galaxies form first, and ionize their surroundings, in
overdense regions. On small scales, the 21 cm and galaxy fields
are roughly uncorrelated. We can understand this by examining
the small-scale behavior of the constituent terms, as shown
in the top panel. The cross-power spectrum between neutral
hydrogen fraction and galactic density (∆2

x,gal(k), the x-gal term)
turns over on small scales, as indicated by the blue-dashed
line. This behavior is naturally similar to that of the density-
ionization cross-power spectrum, which turns over on scales
smaller than the size of the H ii regions during reionization
(Furlanetto et al. 2004; Zahn et al. 2007). The correlations
die off on sub-bubble scales because the entire interior of
each H ii region is highly ionized, irrespective of the interior
density and galaxy fields. For comparison, we additionally plot
the cross-power spectrum between neutral hydrogen fraction
and matter density. This resembles the cross-power spectrum
between neutral hydrogen fraction and galactic density, but
it turns over on slightly smaller scales. As we discuss in
Section 4 and Section 6.1, the turnover is on smaller scales
owing to ionized bubbles around low-mass halos, which host
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5) Other?
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Separating cosmology & astrophysics is hard

EoR/CD Cosmology Pritchard

reionization using SKA_Mid and the same 21 cm intensity mapping technique discussed, but over
a much larger area of sky [19].

7. Separating “gastrophysics" and cosmology

The key challenge for extracting fundamental physics from the 21cm signal will be separating
the effects of cosmology from “gastrophysics". A number of avenues have been studied in the
literature, which broadly separate into (1) avoidance and (2) modelling. In the absence of a clearly
defined window where TS � TCMB and xH = 1 it might still be possible to avoid astrophysics via the
angular dependence of the power spectrum induced by redshift space distortions. Focussing on the
Pµ4 ⇡ Pd part could lead to clean cosmological measurements. Obtaining precision cosmology this
way is hard and the literature suggests little improvement over Planck is possible [20, 21]. Figure 9
shows predicted errors bars for SKA1 on the Pµ2 and Pµ4 parts of the power spectrum. A detection
is possible with reasonable sensitivity at wavenumbers k = 0.1�1Mpc�1.

Figure 9: Sensitivity plots on Pµ2 and Pµ4 for HERA (red dashed curve), SKA0 (red), SKA1 (blue), and
SKA2 (green). Dotted curve shows the predicted 21cm signal from the density field alone assuming xH = 1
and TS � TCMB. Vertical black dashed line indicates the smallest wavenumber probed in the frequency
direction k = 2p/y, which may limit foreground removal. Left panel: z = 8 Right panel: z = 20.

Information in Pµ2 is likely to help with modelling of the astrophysics. As will information
from different redshift slices, which when combined may make it possible to characterise the astro-
physics on large scales. This has yet to be examined in detail and it is unclear how well modelling
of astrophysics propagates into cosmological parameter uncertainties.

Compared with the CMB our theoretical understanding of the 21cm signal during reionization
is poor. Predictions for the 21cm power spectrum do not exist at the same level of precision as the
cosmology. Nonetheless, we expect the contribution of astrophysics to be relatively broad band
and determined by extra power about a characteristic scale, eg the bubble size during reionization.

8. Paths to cosmology with Phase 1 and Phase 2

Short section to comment on what Phase 2 gets you over Phase 1.

13

Redshift space distortions/peculiar velocities!
 => P(k) angular dependence

SKA will allow reasonable sensitivity for first time!
BUT not enough for precision cosmology

z=8
SKA2
SKA1
SKA0

EoR/CD Cosmology Pritchard

reionization using SKA_Mid and the same 21 cm intensity mapping technique discussed, but over
a much larger area of sky [19].
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shows predicted errors bars for SKA1 on the Pµ2 and Pµ4 parts of the power spectrum. A detection
is possible with reasonable sensitivity at wavenumbers k = 0.1�1Mpc�1.

P(k) = Pµ0(k)+Pµ2 µ2 +Pµ4 µ4 (7.1)
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Information in Pµ2 is likely to help with modelling of the astrophysics. As will information
from different redshift slices, which when combined may make it possible to characterise the astro-
physics on large scales. This has yet to be examined in detail and it is unclear how well modelling
of astrophysics propagates into cosmological parameter uncertainties.

Compared with the CMB our theoretical understanding of the 21cm signal during reionization
is poor. Predictions for the 21cm power spectrum do not exist at the same level of precision as the
cosmology. Nonetheless, we expect the contribution of astrophysics to be relatively broad band
and determined by extra power about a characteristic scale, eg the bubble size during reionization.

13

Desiderata:!
1) TS>>TCMB!
(requires effective gas heating)!
!
2) Jα>>Jcrit!

(requires stellar Lya sources)!
!
3) xHI=1!
(requires no ionizing radiation)!
!
Extremely unlikely to satisfy all three!
since sources for (1) and (2) will likely!
produce ionizing radiation violating (3)!
!
Strategy:!
a) Avoid astrophysics where possible!
b) Model astrophysics !
c) Exploit RSD for more info
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logical parameter measurements, only the first quantity is
of interest, and the last two are nuisances. (For some
astronomical questions, the situation is reversed.) The
21 cm spin-flip transition of neutral hydrogen can be
observed in the form of either an absorption line or an
emission line against the CMB blackbody spectrum, de-
pending on whether the spin temperature is lower or higher
than the CMB temperature.

During the epoch of reionization, the spin temperature is
likely coupled to the gas temperature through Ly! photons
via the Wouthuysen-Field effect [11,12], and the gas in the
intergalactic medium (IGM) has been heated by x-ray
photons to hundreds of Kelvin from the first stars [13]. If
this is true, the 21 cm signal will only depend on the
hydrogen density and the neutral fraction. However, astro-
physical uncertainties prevent a precise prediction for ex-
actly when the gas is heated to well above the CMB
temperature and is coupled to the spin temperature. In
this paper, we follow [1,2] and focus entirely on the regime
when the spin temperature is much larger than the CMB
temperature [14–16], such that the observed signal depends
only on fluctuations in density and/or the neutral fraction.
Specifically, we focus on the time interval from when this
approximation becomes valid (around the beginning of the
reionization [14–16]) until most hydrogen has become
ionized, illustrated by the darkest region in Fig. 1.
Despite this simplification, the methods that we apply to
model the ionization fluctuations almost certainly can be
applied to model spin temperature fluctuations with mini-
mal additional free parameters.

In Table I, we list all the assumptions that affect the
accuracy of cosmological parameter measurements, in-
cluding ones about power modeling, cosmology, experi-
mental design, and astrophysical foregrounds. For each
case, we provide three categories of assumptions: pessi-
mistic (PESS), middle-of-the-road (MID), and optimistic
(OPT). Since we wish to span the entire range of uncer-
tainties, we have made both the PESS and OPT models
rather extreme. The MID model is intended to be fairly
realistic, but somewhat on the conservative (pessimistic)
side.
Before describing these assumptions in detail in the next

section, it is important to note that, taken together, they
make a huge difference. Table II illustrates this by showing
the cosmological parameter constraints resulting from us-
ing all the OPT assumptions, all the MID assumptions, or
all the PESS assumptions, respectively. For example, com-
bining CMB data from Planck and 21 cm data from the
Fast Fourier Transform Telescope (FFTT), the 1" uncer-
tainty differs by a factor of 125 for!k and by a factor of 61
for m# depending on assumptions. It is therefore important
to sort out which of the assumptions contribute the most to
these big discrepancies, and which assumptions do not
matter much. This is a key goal of our paper.
The rest of this paper is organized as follows. In Sec. II,

we explain in detail the assumptions in the same order as in
Table I, and also present a new method for modeling the
ionization power spectra. In Sec. III, we quantify how the
cosmological parameter measurement accuracy depends
on each assumption, and we derive simple analytic approx-

TABLE II. The dependence of cosmological constraints on the full range of assumptions. We assume the fiducial values given in
Sec. II F, and employ the Fisher matrix formalism to forecast the 1" accuracy of 21 cm tomography measurements. Unless otherwise
noted, errors are computed by marginalizing over all other parameters in the first ten columns (which we refer to as the vanilla
parameters). In ‘‘All OPT/MID/PESS,’’ we use the assumptions of the right, middle, and left columns of Table I, respectively. We
assume that the total observing time is split between two sky regions, each for an amount in Table I, using a giant/quasigiant/small core
array configuration where 100%/80%/15% of the antennae in the inner core are compactly laid at the array center, while the rest, 0%/
20%/85%, of antennae fall off in density as $! r"2 outside the compact core.

Vanilla alone

"!# " lnð!mh
2Þ " lnð!bh

2Þ "ns " lnAs "% "$xHð7:0Þa "$xHð7:5Þ "$xHð8:0Þ "$xHð9:2Þ "!k "m# (eV) "!

Planck 0.0070 0.0081 0.0059 0.0033 0.0088 0.0043 . . . . . . . . . . . . 0.025 0.23 0.0026
þLOFAR All OPT 0.0044 0.0052 0.0051 0.0018 0.0087 0.0042 0.0063 0.0063 0.0063 0.0063 0.0022 0.023 0.000 73

All MID 0.0070 0.0081 0.0059 0.0032 0.0088 0.0043 0.18 0.26 0.23 . . . 0.018 0.22 0.0026

All PESS 0.0070 0.0081 0.0059 0.0033 0.0088 0.0043 . . . 51 49 . . . 0.025 0.23 0.0026

þMWA All OPT 0.0063 0.0074 0.0055 0.0024 0.0087 0.0043 0.0062 0.0062 0.0062 0.0062 0.0056 0.017 0.000 54
All MID 0.0061 0.0070 0.0056 0.0030 0.0087 0.0043 0.32 0.22 0.29 . . . 0.021 0.19 0.0026

All PESS 0.0070 0.0081 0.0059 0.0033 0.0088 0.0043 . . . 29 30 . . . 0.025 0.23 0.0026

þSKA All OPT 0.000 52 0.0018 0.0040 0.000 39 0.0087 0.0042 0.0059 0.0059 0.0059 0.0059 0.0011 0.010 0.000 27
All MID 0.0036 0.0040 0.0044 0.0025 0.0087 0.0043 0.0094 0.014 0.011 . . . 0.0039 0.056 0.0022

All PESS 0.0070 0.0081 0.0059 0.0033 0.0088 0.0043 . . . 1.1 1.0 . . . 0.025 0.23 0.0026

þFFTT
b

All OPT 0.000 10 0.0010 0.0029 0.000 088 0.0086 0.0042 0.0051 0.0051 0.0051 0.0051 0.000 20 0.0018 0.000 054

All MID 0.000 38 0.000 34 0.000 59 0.000 33 0.0086 0.0042 0.0013 0.0022 0.0031 . . . 0.000 23 0.0066 0.000 17
All PESS 0.0070 0.0081 0.0059 0.0033 0.0088 0.0043 . . . 0.0043 0.0047 . . . 0.025 0.11 0.0024

a $xHðzÞ refers to the mean neutral fraction at redshift z.
bFFTT stands for Fast Fourier Transform Telescope, a future square kilometer array optimized for 21 cm tomography as described in
[18]. Dipoles in FFTT are all in a giant core, and this configuration does not vary.

HOWACCURATELY CAN 21 CM TOMOGRAPHY CONSTRAIN . . . PHYSICAL REVIEW D 78, 023529 (2008)

023529-3

Power spectrum & parameters
Mao+ 2008

Planck does such a good job, hard for SKA to compete!

Enough raw sensitivity to density field to have a big impact - OPT!
But need to account for foregrounds and astrophysics - MID!
And worst case is only get info from linear peculiar velocities - PESS

Key gain is from adding small scales in linear regime - sensitive to kmax assumption

Key uncertainty is how well contribution from reionization/spin-temperature can !
be modelled
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Calorimetry and exotic physics

Possibilities for exotic!
energy injection:!

!
DM annihiliation/decay!

Furlanetto+ 2006!
Valdes+ 2007!

!
Excited DM relaxation!

Finkbeiner+ 2008!
!

Evaporating primodial BH!
Mack+ 2008!

!
Cosmic string wakes!

Brandenburger+ 2010!
!

primordial magnetic fields!
Shiraishi & Tashiro!

...

(based on simple models from Valdes+ 2007)

Dark matter decaying!
after recombination might 
impact thermal history 
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Heating and WDM
Heating by dark matter annihilation could give insight!
into DM properties: CDM vs WDM

EoR/CD Cosmology Pritchard

the first galaxies. Driven by the evolution of ⇠ M· structures, several order os magnitude smaller
than those hosting galaxies, heating is expected to be much slower in such models, resulting in
a smaller brightness temperature gradient ddT b/d? ⇠ 4mKMHz�1 in the range ? ⇠ 60?80 MHz
(valdes+2013). Moreover, DM annihilations would heat the IGM quite uniformly, which is not the
case for heating driven by astrophysical sources residing in early galaxies. The resulting lack of
temperature fluctuations (see Fig. 4b) would result in dramatic drop in 21cm power during heating,
which would be easy to identify with the SKA (Evoli+ in prep). Furthermore, the ensuing rise in
21cm power when the galaxies start contributing to heating the IGM should occur when the IGM is
already in emission. The later is a qualitatively robust signature of DM annihilation heating, easily
obtainable with the SKA.

2670 M. Sitwell et al.

Figure 5. Evolution of f∗(z) in CDM required to match the mean bright-
ness temperature δT̄b in WDM with mX = 2 keV (dashed) and mX = 4 keV
(solid). All other parameters are set to their values in the fiducial CDM
model.

Finally, we mention that for simplicity we have chosen to vary
only one astrophysical property. By allowing other astrophysical
parameters to vary as a function of redshift, most notably Mmin, it
might be possible to produce a 21-cm power spectrum degenerate
with WDM throughout the redshifts under investigation and we
leave this question for future work.

6 C O N C L U S I O N S

In WDM models, the abundance of small haloes is suppressed,
which can leave a strong imprint at high redshifts. Since structure
formation is delayed but more rapid in WDM, a delayed, deeper and
more narrow absorption trough in the mean 21-cm signal will be
produced in WDM models. These effects can easily be seen in the

Figure 7. Power spectrum of the brightness temperature δTb. The top panel
shows the power spectrum at z = 12.5 for WDM with mX = 2 keV (dashed)
and CDM (solid). In the CDM model, f∗(z) evolves as shown in Fig. 5 such
that it reproduces the global signal in the WDM model. Similarly, the bottom
panel shows the power spectrum at z = 15 for WDM with mX = 4 keV
(dashed) and CDM (solid) with f∗(z) chosen to match the global signal in
this WDM model. The power spectrum of each model is plotted at a redshift
near where the X-ray background is at its most inhomogeneous state in its
respective model.

global 21-cm signal for WDM with free-streaming lengths above
current observational bounds for thermal relic masses as high as
mX ∼ 10–20 keV (R0

c ∼ 6–13 kpc).
Suppressing the photon-production efficiency of astrophysical

sources can delay the 21-cm signal as well. As such, to discrimi-
nate between WDM and CDM models by measuring the redshift
of reionization, the photon-production efficiency must be known
within a factor of 3.0, 1.8 and 1.4 for WDM with mX = 2, 3, 4 keV
(R0

c ≈ 86, 54, 39 kpc), respectively. Since the impact of WDM is
larger at higher redshifts, if milestones in the mean 21-cm signal

Figure 6. Evolution of the power spectrum of δTb for WDM with (a) mX = 2 keV and (b) mX = 4 keV. The top panels show power spectra at
k = 0.08, 0.18 Mpc−1 for WDM (dashed) and the CDM model (solid). CDM models have f∗(z) chosen to reproduce the global 21-cm signal found for
the respective WDM model. The bottom panels show the difference in the power spectrum between WDM and CDM models. Dotted curves show forecasts
for the 1σ power spectrum thermal noise as computed in Mesinger et al. (2013a) with 2000 h of observation time. The dotted green, blue and red curves are
the forecasts for the MWA, SKA and HERA, respectively.
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Figure 4: Right panel: Evolution of the power spectrum of ?Tb for WDM with mX = 2 keV. The top
panels show power spectra at k = 0.08, 0.18 Mpc?1 for WDM (dashed) and the CDM model (solid). CDM
models have f?(z) (star-formation efficiency) chosen to reproduce the global 21-cm signal found for the
respective WDM model. The bottom panels show the difference in the power spectrum between WDM
and CDM models. Dotted curves show forecasts for the 1? power spectrum thermal noise as computed in
Mesinger et al. (2013a) assuming 2000 h of observation time. The dotted green, blue and red curves are the
forecasts for the MWA, SKA and HERA, respectively. This figure is from Sitwell+2014. CDFs of T?/TS
corresponding to the fiducial and extreme astrophysical X-ray heating (black and gray curves respectively)
from Mesinger+2013. The colored curves correspond to models in which 10 GeV DM annihilations are also
accounted for (in addition to fiducial astrophysical heating), with varying relative contribution. The curves
correspond to the redshift for which Ts ? TCMB. Figure is from Evoli, mesinger, Ferrara, in prep.

3.1 21 cm signal from the PMFs

Primordial magnetic fields (PMFs) has been intensively investigated in the literature as possi-
ble seeds for large scale magnetic fields observed in galaxies and clusters of galaxies (for a recent
review, see [3]). Magnetic fields in galaxies in high redshifts [4] and in void regions [5, 6, 7] can
well be the pieces of evidence that the seed fields are of primordial origin. The primordial mag-
netic fields may be created in the very early universe, e.g., at the epoch of inflation, cosmological
phase transition, and cosmological recombination. The Planck collaboration recently places limits

7

Sitwell+ 2014

mX=2keV

CDM=solid!
WDM=dashed
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Non-Gaussianity
Density distribution can modify source population!
=> signature in ionization field
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Figure 7: Top: Marginalized fnl constraints for cases with noise (thick) and without noise (thin), which
overlap for Omniscope. We consider a bandwidth of 6 MHz, but assume foregrounds can be removed
on scales larger than kk = 2p/(yB). Bottom: Marginalized fnl constraints as function of bandwidth and
number of antennae. The bandwidth limits the number of modes and largest scale probed along the LOS
(via the survey volume V µ B and kmin

k µ 1/B), whereas a larger number of antennae for fixed array density
increases the survey resolution and number of perpendicular modes (via n(u?), on large scales µ Nant, and
umax
? µ

p
Nant). The color coding is the same as for the top panel.

typical region of the sky, something that is only possible with galaxy lensing around very atypical,
large galaxy clusters. This would provide a great opportunity to correlate visible objects with mass
and test the dark matter paradigm.

The previously mentioned authors extended the Fourier-space quadratic estimator technique,
which was first developed in [17] for CMB lensing observations to three dimensional observables,
i.e. the 21 cm intensity field I(q ,z). The convergence estimator and the corresponding lensing
reconstruction noise are calculated assuming that the temperature (brightness) distribution is Gaus-
sian. This will not be strictly true during the EoR, but serves as a reasonable approximation for
these purposes. Note that the lensing reconstruction noise contains the thermal noise of the tele-
scope which is calculated using the formula

CN
` =

(2p)3T 2
sys

Btobs f 2
cover`max(n)2 , (6.1)

where the system temperature Tsys at high redshifts is dominated by galactic synchrotron radiation,
B is the chosen frequency window, tobs the total observation time, Dtel the diameter (maximum
baseline) of the core array, `max(l ) = 2pDtel/l is the highest multipole that can be measured by
the array at frequency n (wavelength l ), and fcover is the total collecting area of the core array Acoll

divided by p(Dtel/2)2.
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Figure 6: Ionization power spectra with non-Gaussianity of the local form from numerical simulations. We
show fnl = (0,20,100) (dot-dashed, dashed, solid) for efficiency z = (5.8,3.0) (thin black, thick red) at
z = 7.5, where xHI = (0.50,0.75). Analytical fits are in dotted lines.

volumes accessible by SKA1-Low are quite large, especially at very high-z, we would require a
telescope with about 100 deg2 at z ⇠ 8 to probe Gpc scales. Something that will probably have to
wait for SKA2. Figure 7 shows the constraints on the primordial non-Gaussianity parameter for
different telescopes.

5. Bulk flows

BAO and consistency from signal during relative velocity flow epoch.

6. Cosmic shear and the EoR

It is possible that the EoR signal could be used to measure weak gravitational lensing. In [15]
and [16] it was shown that if the EoR is at redshift z ⇠ 8 or later, a large radio telescope such
as the SKA could measure the lensing convergence power spectrum. However a very large fsky

and a very compact low frequency array was assumed by those authors. Here the calculation is
repeated with parameters that are more consistent with current SKA plans. The current plans for a
25 square degree survey with SKA_Low will preclude measuring cosmological parameters through
their effects on the weak lensing power-spectrum because of large sample variance. (This is not
true of the SKA_Mid at lower redshift where the survey area will be much larger. See section ***
for more details.) It still might be possible to map the lensing convergence within the 25 square
degree EoR survey area. This would allow us to actually “see” the distribution of dark matter in a
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It is possible that the EoR signal could be used to measure weak gravitational lensing. In [15]
and [16] it was shown that if the EoR is at redshift z ⇠ 8 or later, a large radio telescope such
as the SKA could measure the lensing convergence power spectrum. However a very large fsky

and a very compact low frequency array was assumed by those authors. Here the calculation is
repeated with parameters that are more consistent with current SKA plans. The current plans for a
25 square degree survey with SKA_Low will preclude measuring cosmological parameters through
their effects on the weak lensing power-spectrum because of large sample variance. (This is not
true of the SKA_Mid at lower redshift where the survey area will be much larger. See section ***
for more details.) It still might be possible to map the lensing convergence within the 25 square
degree EoR survey area. This would allow us to actually “see” the distribution of dark matter in a
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Scale dependent bias from primordial non-Gaussianity is one example!
Others: WDM, ...

Joudaki+ 2011

2

FIG. 1. Ionization power spectra with non-Gaussianity
of the local form from numerical simulations. We show
fNL = (0, 20, 100) (dot-dashed, dashed, solid) for efficiency
ζ = (5.8, 3.0) (thin black, thick red) at z = 7.5, where
x̄H = (0.50, 0.75). For fNL = 100 cases, sample variance from
simulations is in form of green bands about the mean, and
analytical fits corresponding to δ̄B = 1 are in dotted lines.

frequency and distance, and λ21 = λ(z)/(1+z) = 0.21 m.
We convert between u and k spaces via u⊥ = χ(z)k⊥ =
2πL/λ(z), where L is the baseline, and u∥ = y(z)k∥.
Given non-Gaussianity of the local form, Bardeen’s

gauge invariant potential field Φ is related to a pure gaus-
sian random field φ at nonlinear order [7, 26]:

ΦNG(x) = φ(x) + fNL

(

φ2(x)− ⟨φ2⟩
)

. (3)

In the high-peaks formalism fNL influences biased tracers
of the underlying matter distribution as a scale depen-
dent correction to the large scale bias [20, 21]. This enters
as Pxδ/Pδδ = bx +∆bx, Pxx/Pδδ = (bx +∆bx)2, with

∆bx(k, z) = 3(bx − 1)fNLΩmH2
0 δ̄B/

(

D(z)k2T (k)
)

, (4)

where H0 is the Hubble constant, Ωm is the present den-
sity parameter of matter, D(z) is the linear growth func-
tion of density perturbations, and T (k) is the transfer
function relating present and primordial power spectra.
The quantity δ̄B is the average critical collapse density of
HII regions [27]. We leave the bias bx as a free parameter,
although bx, δB, and x̄H would all be related in a given

FIG. 2. Number density of baselines for LOFAR (solid), SKA
(dotted), MWA (dashed), and Omniscope (dot-dashed).

Experiment Nant Lmin (m) FOV (deg2) Ae(m2)
LOFAR 32 100 2× π2.42 590
MWA 500 4.0 π162 13
SKA 1400 10 π8.62 45
Omniscope 106 1.0 2.1× 104 1.0

TABLE I. Experimental specifications for the telescopes. The
antenna number only account for those inside the nucleus and
core (e.g. for SKA we use 1400 of a total 7000 antennae).
The system temperature Tsys = 390 K, bandwidth is 6 MHz,
observation time is 4000 hours, and effective area at z = 7.5.

model of reionization. The scale-dependence of the bias
in ∆bx is clearly evident in the ionization spectra from
our simulations in Fig. 1. We find that δ̄B ∼ 1 fits the
large-scale fNL induced rise to the ionization spectrum.

Numerical Simulations with Non-Gaussian Ini-
tial Conditions. We perform simulations of the ion-
ization distribution during the EoR for fNL = (0, 20, 100)
and ionization efficiency ζ = (3.0, 5.8), in a box of co-
moving length 3000 Mpc, with a modified version of
SimFast21 [28, 29]. The initial matter density field is
computed from the Poisson equation with non-Gaussian
gravitational potential ΦNG(k). We show the spectra
from these simulations in Fig 1, from which δ̄B ∼ 1.
We compare this result to the theoretical prediction.

The critical density for collapse of an ionized region of
mass m is obtained from the collapse fraction fcoll [27]:

δB(m, z) = δc −K(ζ)
√

2 (σ2(mmin, z)− σ2(m, z)), (5)

where δc ≈ 1.68 is the critical collapse density of mat-
ter, σ2(m, z) is the variance of the density fluctuations,
and mmin corresponds to a virial temperature of 104 K.
Moreover, K(ζ) = erf−1(1 − ζ−1), where ζ = mion/mgal

is the ionization efficiency [27]. We evaluate δ̄B as an
average over the fraction of space filled by HII bubbles
as in Ref. [27]. Given this prescription, we find δ̄B = 1.1
(less than δc as ζ > 1), matching the simulation results
well. This becomes δ̄B = 1.2 if we only average over the
mass function. For simplicity, we fix δ̄B = 1.
As noted earlier, the bias bx, collapse threshold δB, and

x̄H are expected to be interrelated in a given reionization
scenario. This is evident in Fig. 1, where we see that a
factor of 2 change in ζ changes the bias by about 15%.
This change is subdominant to the impact of x̄H (linear

E.g. Scale dependent bias from primordial non-Gaussianity

ionization power spectrum
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Figure 7: Top: Marginalized fnl constraints for cases with noise (thick) and without noise (thin), which
overlap for Omniscope. We consider a bandwidth of 6 MHz, but assume foregrounds can be removed
on scales larger than kk = 2p/(yB). Bottom: Marginalized fnl constraints as function of bandwidth and
number of antennae. The bandwidth limits the number of modes and largest scale probed along the LOS
(via the survey volume V µ B and kmin

k µ 1/B), whereas a larger number of antennae for fixed array density
increases the survey resolution and number of perpendicular modes (via n(u?), on large scales µ Nant, and
umax
? µ

p
Nant). The color coding is the same as for the top panel.

typical region of the sky, something that is only possible with galaxy lensing around very atypical,
large galaxy clusters. This would provide a great opportunity to correlate visible objects with mass
and test the dark matter paradigm.

The previously mentioned authors extended the Fourier-space quadratic estimator technique,
which was first developed in [17] for CMB lensing observations to three dimensional observables,
i.e. the 21 cm intensity field I(q ,z). The convergence estimator and the corresponding lensing
reconstruction noise are calculated assuming that the temperature (brightness) distribution is Gaus-
sian. This will not be strictly true during the EoR, but serves as a reasonable approximation for
these purposes. Note that the lensing reconstruction noise contains the thermal noise of the tele-
scope which is calculated using the formula

CN
` =

(2p)3T 2
sys

Btobs f 2
cover`max(n)2 , (6.1)

where the system temperature Tsys at high redshifts is dominated by galactic synchrotron radiation,
B is the chosen frequency window, tobs the total observation time, Dtel the diameter (maximum
baseline) of the core array, `max(l ) = 2pDtel/l is the highest multipole that can be measured by
the array at frequency n (wavelength l ), and fcover is the total collecting area of the core array Acoll

divided by p(Dtel/2)2.

11

EoR/CD Cosmology Pritchard

The advantage of 21cm lensing is that one is able to combine information from multiple red-
shift slices. In Fourier space, the temperature fluctuations are divided into perpendicular to the line
of sight wave vectors k? = l/r, with r the angular diameter distance to the source redshift, and a
discretized version of the parallel wave vector kk = 2p

L j, where L is the depth of the observed vol-
ume. Considering modes with different j independent, an optimal estimator can be found by com-
bining the individual estimators for different j modes without mixing them. The three-dimensional
lensing reconstruction noise is then found to be [15]

N(L,n) =

"
jmax

Â
j=1

1
L4

Z d2`

(2p)2

[l ·LC`, j +L · (L� l)C|`�L|, j]
2

2Ctot
`, jC

tot
|l�L|, j

#�1

. (6.2)

Here, Ctot
`, j =C`, j +CN

` , where C`, j = [T̄ (z)]2P̀ , j with T̄ (z) the mean observed brightness tempera-
ture at redshift z due to the average HI density and P̀ , j the underlying dark matter power spectrum
[15]. For SKA_Low we can consider a 1,000 hr observation time and we choose B = 8MHz
and jmax = 40, but with multiple bands n that can be stacked to reduce the noise so that NL =

1/Â
n
[N(L,n)]�1.

At redshift zs ⇠ 8, we can assume the SKA1 Baseline Design [18] parameters of Acoll '
0.3km2 with maximum baseline Dtel = 4km, while for SKA2 we can consider Acoll ' 1.2km2.
The estimated lensing noise is shown in Figure 8 along with the estimated signal. Here CL is the
convergence field power spectrum at zs = 8 and NL the lensing reconstruction noise assuming a
reionization fraction fHI = 1.
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Figure 8: The lensing convergence field power spectrum, CL, for sources at z = 8 is shown as a solid black
line and lensing reconstruction noise NL as dashed lines. The blue dashed curve is for the SKA1 Baseline
Design with 10 8 MHz frequency bins around z = 8 spanning the redshift range z ' 6.5�11. The red line
is for SKA2 and the same frequency bins. The vertical line is approximately the lowest L accessible with
a 5-by-5 degree field. Where the noise curves are below CL, typical fluctuations in the lensing deflection
should be recoverable in a map.

These results show that it might be possible to map the lensing signal over a range of angular
scales. This measurement greatly benefits from the larger collecting area that will come with Phase
2 of the SKA (we also note that considering a more compact array, i.e. smaller Dtel, also improves
the signal-to-noise). The weak lensing power spectrum can be better measured for redshifts after
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Weak lensing by matter between 21cm and observer!
=> probes normal regions of sky
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shallow 10,000 deg2!
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Image dark matter along!
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~10 arcmin scales

Metcalf & Pourtsidou 2014
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The advantage of 21cm lensing is that one is able to combine information from multiple red-
shift slices. In Fourier space, the temperature fluctuations are divided into perpendicular to the line
of sight wave vectors k? = l/r, with r the angular diameter distance to the source redshift, and a
discretized version of the parallel wave vector kk = 2p

L j, where L is the depth of the observed vol-
ume. Considering modes with different j independent, an optimal estimator can be found by com-
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` , where C`, j = [T̄ (z)]2P̀ , j with T̄ (z) the mean observed brightness tempera-
ture at redshift z due to the average HI density and P̀ , j the underlying dark matter power spectrum
[15]. For SKA_Low we can consider a 1,000 hr observation time and we choose B = 8MHz
and jmax = 40, but with multiple bands n that can be stacked to reduce the noise so that NL =
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At redshift zs ⇠ 8, we can assume the SKA1 Baseline Design [18] parameters of Acoll '
0.3km2 with maximum baseline Dtel = 4km, while for SKA2 we can consider Acoll ' 1.2km2.
The estimated lensing noise is shown in Figure 8 along with the estimated signal. Here CL is the
convergence field power spectrum at zs = 8 and NL the lensing reconstruction noise assuming a
reionization fraction fHI = 1.
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line and lensing reconstruction noise NL as dashed lines. The blue dashed curve is for the SKA1 Baseline
Design with 10 8 MHz frequency bins around z = 8 spanning the redshift range z ' 6.5�11. The red line
is for SKA2 and the same frequency bins. The vertical line is approximately the lowest L accessible with
a 5-by-5 degree field. Where the noise curves are below CL, typical fluctuations in the lensing deflection
should be recoverable in a map.

These results show that it might be possible to map the lensing signal over a range of angular
scales. This measurement greatly benefits from the larger collecting area that will come with Phase
2 of the SKA (we also note that considering a more compact array, i.e. smaller Dtel, also improves
the signal-to-noise). The weak lensing power spectrum can be better measured for redshifts after
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How the wind blows?

Galaxy formation in low mass  
<108 Msol halos delayed 

Little effect on high mass halos 
 => importance of effect  
decreases at late times

Tseliakhovich !
& Hirata 2010

Recombination leads to sudden drop in sound speed 
=> coherent supersonic relative motion of baryons and dark matter  

Maio+2010, Greif+2011,  
Stacey+2011

Greif+ 2011flow 
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Figure 1. Comparison of three statistically independent minihalos with no streaming velocity (top panels), and with an initial streaming velocity of 3 km s−1 applied
at z = 99 from left to right (middle and bottom panels). We show the density-squared weighted gas temperature projected along the line of sight when the hydrogen
density in the center has just exceeded nH = 109 cm−3 (top and bottom panels), and when the streaming case has evolved to the same redshift as the no-streaming case
(middle panels). In the presence of streaming velocities, the effective Jeans mass of the gas is increased. The underlying DM halo therefore becomes more massive
before the gas can cool, which delays the onset of collapse. We also find that virial shocks are more pronounced in the direction of the incoming streaming flow than
in other directions. Nonlinear effects of this sort may result in a higher velocity dispersion of the gas (see also Figure 4).
(A color version of this figure is available in the online journal.)

greater than 1.5 km s−1 at z = 99, which we consider a lower
limit for the above delay to be significant, may be found by
integrating the above function from σ/2 = σ1d

√
3/2 to infinity,

which yields approximately 0.86. This shows that our results
may be considered representative for most of the volume of the
universe.

The cosmological number density of minihalos hosting
Pop III stars may then be estimated using the Sheth–Tormen
(Sheth et al. 2001) mass function:

nmh(z) =
∫ Mmax

Mmin

nst(M, z) dM, (4)

where we set Mmin = 1.5×105 M⊙ for the case of no streaming
velocities and Mmin = 5 × 105 M⊙ for the case of a universal
1σ streaming velocity, representing the factor of ≃3 increase in
minimum halo mass. The resulting number densities should be
considered upper limits, since not every halo at the low-mass end

forms a Pop III star. We set Mmax = 108 M⊙, but note that our
results are not sensititive to this parameter, since massive halos
are rare. As shown in Figure 5, the number of minihalos that
cool and form stars is reduced by up to an order of magnitude in
the presence of streaming velocities. Such a large effect implies
that streaming velocities should be taken into account when the
influence of the first stars on observables is investigated.

4. DISCUSSION

We have found that supersonic streaming velocities between
the DM and gas substantially delay the onset of gravitational
collapse in minihalos. The virial mass required for efficient
cooling is increased by a factor of ≃3, which results in
an average delay of Pop III star formation by ∆z = 4.
Streaming velocities also enhance the buildup of turbulence
during runaway collapse, which could affect the fragmentation
of the gas and hence the mass function of the first stars.
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density in the center has just exceeded nH = 109 cm−3 (top and bottom panels), and when the streaming case has evolved to the same redshift as the no-streaming case
(middle panels). In the presence of streaming velocities, the effective Jeans mass of the gas is increased. The underlying DM halo therefore becomes more massive
before the gas can cool, which delays the onset of collapse. We also find that virial shocks are more pronounced in the direction of the incoming streaming flow than
in other directions. Nonlinear effects of this sort may result in a higher velocity dispersion of the gas (see also Figure 4).
(A color version of this figure is available in the online journal.)

greater than 1.5 km s−1 at z = 99, which we consider a lower
limit for the above delay to be significant, may be found by
integrating the above function from σ/2 = σ1d

√
3/2 to infinity,

which yields approximately 0.86. This shows that our results
may be considered representative for most of the volume of the
universe.

The cosmological number density of minihalos hosting
Pop III stars may then be estimated using the Sheth–Tormen
(Sheth et al. 2001) mass function:

nmh(z) =
∫ Mmax

Mmin

nst(M, z) dM, (4)

where we set Mmin = 1.5×105 M⊙ for the case of no streaming
velocities and Mmin = 5 × 105 M⊙ for the case of a universal
1σ streaming velocity, representing the factor of ≃3 increase in
minimum halo mass. The resulting number densities should be
considered upper limits, since not every halo at the low-mass end

forms a Pop III star. We set Mmax = 108 M⊙, but note that our
results are not sensititive to this parameter, since massive halos
are rare. As shown in Figure 5, the number of minihalos that
cool and form stars is reduced by up to an order of magnitude in
the presence of streaming velocities. Such a large effect implies
that streaming velocities should be taken into account when the
influence of the first stars on observables is investigated.

4. DISCUSSION

We have found that supersonic streaming velocities between
the DM and gas substantially delay the onset of gravitational
collapse in minihalos. The virial mass required for efficient
cooling is increased by a factor of ≃3, which results in
an average delay of Pop III star formation by ∆z = 4.
Streaming velocities also enhance the buildup of turbulence
during runaway collapse, which could affect the fragmentation
of the gas and hence the mass function of the first stars.
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(middle panels). In the presence of streaming velocities, the effective Jeans mass of the gas is increased. The underlying DM halo therefore becomes more massive
before the gas can cool, which delays the onset of collapse. We also find that virial shocks are more pronounced in the direction of the incoming streaming flow than
in other directions. Nonlinear effects of this sort may result in a higher velocity dispersion of the gas (see also Figure 4).
(A color version of this figure is available in the online journal.)
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1σ streaming velocity, representing the factor of ≃3 increase in
minimum halo mass. The resulting number densities should be
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forms a Pop III star. We set Mmax = 108 M⊙, but note that our
results are not sensititive to this parameter, since massive halos
are rare. As shown in Figure 5, the number of minihalos that
cool and form stars is reduced by up to an order of magnitude in
the presence of streaming velocities. Such a large effect implies
that streaming velocities should be taken into account when the
influence of the first stars on observables is investigated.

4. DISCUSSION

We have found that supersonic streaming velocities between
the DM and gas substantially delay the onset of gravitational
collapse in minihalos. The virial mass required for efficient
cooling is increased by a factor of ≃3, which results in
an average delay of Pop III star formation by ∆z = 4.
Streaming velocities also enhance the buildup of turbulence
during runaway collapse, which could affect the fragmentation
of the gas and hence the mass function of the first stars.
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Figure 3: The 21-cm brightness temperature.
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Coherence of velocity field leads 
to boost in 21cm fluctuations!
=> much more detectable signal  
+ enhanced BAO signature

IF star formation in low mass    
halos important 
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Summary
21 cm observations will transform our understanding of galaxy 
formation and astrophysics during first billion years 
 
We still don’t really know how well we will be able to separate 
cosmology from astrophysics (How will imaging help? Mask astrophysics?)!
!
Cosmology requires some degree of inventiveness:!
1) Infer density field directly (avoid + model astro, RSD)!
2) Heating driven by exotic sources (DM annihilation,primordial BH, ...)!
3) Impact of cosmology on sources (non-G, WDM, ...)!
4) Lensing (map DM)!
!
Other? e.g. varying constants, cosmic string wakes, CMB tau, ...  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The Three faces of 21cmThe&three&faces&of&BICEP&

21cm observations will transform!
cosmology! 
fNL~0.01,  individual neutrino masses,  
incredible precision on cosmological parameters,…

Foregrounds too big & messy 
Instruments too complicated !
Astrophysics contaminates everything

The&three&faces&of&BICEP&

The&three&faces&of&BICEP&

The&three&faces&of&BICEP&



Status of 
observations
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Foreground removal
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Foregrounds ~ 103-105 signal

ICA, GMCA Chapman+ 2012, 2013 Quadratic estimators Liu+ 2012, Dillon+ 2013
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Instruments naturally probe narrow 
cylinder in Fourier space  
 
EoR window set by:!
!
k_perpendicular  <=> angles!
- low k: field of view set by station size!
- high k: angular resolution set by long  
  baselines!
!
k_parallel  <=>  frequency!
- low k: smooth foregrounds so mainly  
  contaminate long wavelength modes!
- high k: frequency resolution of  
  instrument!
!
The “Wedge”!
- point source removal residuals and  
   beam chromatic effects

Dillon+ 2013

2 DILLON, LIU, WILLIAMS, ET AL.

Figure 1. The “EoR window,” a region of Fourier space with rel-
atively low noise and foregrounds, is thought to present the best
opportunity for measuring the cosmological 21 cm power spectrum
during the Epoch of Reionization. Here we show an example power
spectrum from early MWA data, as a function of k? (Fourier
components perpendicular to the line of sight) and kk (Fourier
components parallel to the line of sight). More details on how
we have calculated and plotted P (k?, kk) are found in Section 3.
We schematically highlight the instrumental and foreground e↵ects
that that delimit the EoR window—the coldest part of this power
spectrum. At low and high k?, measurements are limited by an in-
strument’s ability to probe the largest and smallest angular scales,
respectively. Limited spectral resolution causes similar e↵ects at
the highest kk. As spectrally smooth sources, foregrounds inhabit
primarily the low kk regions. Thanks to chromatic instrumental
e↵ects, however, there is a slight encroachment of foregrounds to-
wards higher kk at higher k?, in what has been colloquially termed
the “wedge” feature.

sons et al. 2012b; Vedantham et al. 2012; Morales et al.
2012; Trott et al. 2012; Thyagarajan et al. 2013). This
is shown schematically in Figure 1, where we have used
early Murchison Widefield Array (MWA) data to esti-
mate the power spectrum as a function of k? (Fourier
mode perpendicular to the line-of-sight) and kk (Fourier
mode parallel to the line-of-sight). More details regard-
ing this figuew are provided in Section 3; for now we
simply wish to draw attention to the existence of a rela-
tively contaminant-free region in the middle of the k?-kk
plane. This clean region is what we denote the EoR win-
dow.
The EoR window is generally considered the sweet spot

for an initial detection of the cosmological 21 cm power
spectrum, and constraints are likely to degrade away
from the window. At high k? (i.e., the finest angular
features on the sky), errors increase due to the angular

resolution limitations of one’s instrument. For an inter-
ferometer, this resolution is roughly set by the length of
the longest baseline. Conversely, the shortest baselines
define the largest modes that are observable by the in-
strument. Errors therefore also increase at the lowest k?
where again there are few baselines.
A similar limitation defines the boundary of the EoR

window at high kk. Since the spectral nature of 21 cm
measurements mean that di↵erent observed frequencies
map to di↵erent redshifts, the highest kk modes are in-
accessible due to the limited spectral resolution of one’s
instrument. At low kk, one probes spectrally smooth
modes—precisely those that are expected to be fore-
ground contaminated. Thus there is another boundary
to the EoR window at low kk.
A final delineation of the EoR window is provided by

the region labeled as the “wedge” in Figure 1. The wedge
feature is a result of an interplay between angular and
spectral e↵ects. Simulations have shown that the wedge
is the e↵ect of chromaticity in one’s synthesized beam
(which is inevitable when an interferometer is used to
survey the sky). This chromaticity imprints unsmooth
spectral features on measured foregrounds, resulting in
foreground contamination beyond the lowest kk modes
even if the foregrounds themselves are spectrally smooth.
Luckily, this sort of additional contamination follows a
reasonably predictable pattern in the k?-kk plane, and in
the limit of intrinsically smooth foregrounds, the wedge
can be shown to extend no farther than the line

kk =


sin ✓

field

DM (z)E(z)

DH(1 + z)

�
k?, (1)

where DH ⌘ c/H
0

, E(z) ⌘ p
⌦m(1 + z)3 + ⌦

⇤

,
DM (z) ⌘ R z

0

dz0/E(z0), ✓
field

is angular radius of the the
field-of-view, and c, H

0

, ⌦m, and ⌦
⇤

have their usual
meanings (Datta et al. 2010; Vedantham et al. 2012;
Morales et al. 2012; Trott et al. 2012). Intuitively, the
foreground-contaminated wedge extends to higher kk at
higher k? because the high k? modes are probed by the
longer baselines of an interferometer array, which have
higher fringe rates that more e↵ectively imprint spectral
structure in the measured signals. For an alternate but
equivalent explanation in terms of delay modes, please
see the illuminating discussion in Parsons et al. (2012b).
The concept of an EoR window is important in that it

provides relatively strict boundaries that separate fairly
foreground-free regions of Fourier space from heavily
foreground-contaminated ones. It therefore provides one
with the option of practicing foreground avoidance rather
than foreground subtraction. If it turns out that fore-
grounds cannot be modeled well enough to be directly
subtracted with the level of precision required to detect
the cosmological signal, foreground avoidance becomes
an important alternative, in that the only way to robustly
suppress foregrounds is to preferentially make measure-
ments within the EoR window. Likely, some combina-
tion of the two strategies—foreground subtraction and
foreground avoidance—will prove useful for the detec-
tion of the 21 cm power spectrum. Of course, measure-
ments within the EoR window are still contaminated by
instrumental noise, but fortunately the noise integrates
down with further observation time (as long as calibra-
tion errors and other instrumental systematics can be

Fr
eq

ue
nc

y

Angular scales

Foregrounds and power spectrum
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Giant Meterwave Radio Telescope
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Figure 9. Comparison of the cross-power of December 10 with
all other days under four different conditions. The dot-dashed
and double-dot-dashed lines are before and after the SVD RFI
removal, respectively, including all u. It can be seen that power is
lost in the SVD. Similarly, the solid and dashed lines are before
and after the SVD step, respectively, this time with a |u| > 60
limit imposed. In this case the two lines are almost identical,
meaning the SVD had little effect on the total power.
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Figure 10. Average power spectrum in units of K2 of all com-
binations of days, excluding December 11, as a function of the
multipole moment l. Each point is shown with a 2σ upper limit
derived from a bootstrap error analysis, which is in most cases
smaller than the size of the point. Triangles are the power before
subtracting foregrounds, diamonds are after 8MHz mean subtrac-
tion, squares are after 2MHz mean subtraction, and circles are
after 0.5MHz subtraction. The curved solid line is the theoreti-
cal EoR signal from Jelić et al. (2008), and the dashed line is the
theoretical EoR signal with a cold absorbing IGM as described in
the text.

written in terms of the GMRT observations with a primary
beam of θb = 3.3◦ and ν = 150MHz. Fig. 10 shows the
weighted-average of all cross-correlation pairs, excluding De-
cember 11, with bootstrap errors.
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Figure 11. 3D power spectrum for the same data shown in
Fig. 10, using k2

min
= k2

∥
+ k2⊥. The strongest constraints from

the 2MHz and 0.5MHz filters are shown (square and circle, re-
spectively). Upper limits are 2σ bootstrap errors. Three possi-
ble signals are shown. The dashed line is the prediction from
Iliev et al. (2008) and the double-dot-dashed line is the same for
a cold IGM. The solid line comes from the single-scale bubble
model as described in the text for a cold IGM, using k = 2.5/R
to show the maximum power at all k. For the two points shown,
the bubble diametres which achieve this maximum power are 27
and 7.4h−1Mpc respectively. Only the 0.5MHz point imposes a
limit on the diametre, which is shown in Fig. 12. For a warm IGM
case, this signal would be reduced by the same factor as in the
two dashed lines.

3.3 Comparison to Models

Fig. 10 can be compared to simulated results from the
Low Frequency Array (LOFAR) EoR project in Jelić et al.
(2008), which assumes Ts ≫ TCMB. At low l, their simu-
lated EoR signal is approximately (10mK)2, while our low-
est point with a similar 0.5MHz bandwidth filter is (50mK)2

with a 2σ upper limit of (70mK)2. These results are compa-
rable to the sensitivities LOFAR expects after 400 hours of
the EoR project. We have also considered the case where re-
heating of the IGM does not occur, so the spin temperature
remains coupled to the kinetic temperature of the gas. In
this case, the IGM cools adiabatically after decoupling from
the CMB at z ≈ 150. The temperature fluctuations scale
with (1 + TCMB/Ts), and the power scales with the same
factor squared. Using Tk = TCMB(1+ z)/150 at z = 8.6, the
power becomes approximately 275 times larger. This line is
shown in Fig. 10, and is comparable to the data.

The strongest constraints on the 3D power spectrum for
the ∆ν = 2 and 0.5MHz foreground filter case is shown in
Fig. 11. This uses k2 = k2

∥+k2
⊥, where k∥ is given by the win-

dowing function of the filter and k⊥ = l/6h−1Gpc. When
comparing this to the prediction from Iliev et al. (2008), one
should note that our windowing function will also reduce the
predicted signal by at most a factor of two.

We also consider an idealized case in which the ionized
bubbles during reionization are of uniform scale and non-
overlapping. Then for a given k there will be a characteristic
bubble radius R at which the power is maximized. By taking
the 3D Fourier transform of a perfectly ionized bubble, and

The GMRT-EoR Experiment: H I Power Spectrum 7

Figure 7. Data from Dec 10. The top row is the sky image with a 11.4 degree field of view, with |u⃗| < 200 and |u| > 60 binned in the
(u, v) plane by ∆u = 5. The bottom row is the visibilities in the same range with ∆u = 0.4 to show structure. The leftmost column
is before any foreground subtraction. In this image the dominant source is B2 0825+24 (or 4C 24.17) just south of the FWHM of the
primary beam, with a peak value of 2.2 Jy. RMS within the beam is 343mJy. The centre column is after a 0.5MHz subtraction on the
same scale, and the rightmost column is the same rescaled to show detail. The dominant source after this filter is 3C 200, well outside
the beam. The peak value of this image is 47mJy with an RMS of 6.2mJy, lower by a factor of about 50.

Table 2. Peak flux and RMS of the difference of each two day
pair available, with a maximum (u, v) distance of 600, which cor-
responds to a maximum baseline of 1.2 km. All values are in mJy.
To remove foregrounds, a 2MHz linear filter was applied.

Unfiltered With 2MHz filter

Subtracted pair Peak Flux RMS Peak Flux RMS

Dec 10 Dec 11 1856.1 227.3 137.9 19.9
Dec 10 Dec 14 888.4 185.6 62.5 11.6
Dec 10 Dec 16 278.4 49.8 27.1 3.2
Dec 10 Dec 17 447.9 64.9 26.2 3.6
Dec 10 Dec 18 548.3 70.4 32.5 4.2
Dec 11 Dec 14 1037.8 145.1 256.1 56.5
Dec 11 Dec 16 2148.3 256.7 158.1 23.9
Dec 11 Dec 17 2528.2 318.5 106.1 21.1
Dec 11 Dec 18 2997.5 356.1 159.1 12.4
Dec 14 Dec 16 1221.5 193.9 50.2 7.0
Dec 14 Dec 17 1311.1 257.2 50.4 7.6
Dec 14 Dec 18 1433.5 233.0 67.1 4.9
Dec 16 Dec 17 202.0 78.9 23.8 2.8
Dec 16 Dec 18 224.2 31.2 24.4 3.4
Dec 17 Dec 18 206.9 60.6 24.6 3.2

beam. This prevents large artificial variability in power due
to sparse sampling. Visibilities are weighted by the inverse
of the noise. Since we expect our sensitivity to the EoR sig-
nal to diminish rapidly with increasing baseline length, we
look only at the first few points, averaged over all possible
cross-correlations. Additionally, it is known that the SVD
will introduce a loss of power at low |u|. To avoid this, we
impose a limit of |u| > 60, determined by requiring that the
power spectrum before and after the SVD differ by less than
1σ, when taking the cross-correlations. This can be seen in
Fig. 9. Fig. 3 includes the part of the (u, v) plane that is lost
with this cut.

The power spectrum of the cross-correlation can be con-
verted to units of K2 using

l2

2π
Cl

∣

∣

l⃗=2πu⃗
=
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11.9
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)2
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)4

〈

∣

∣

∣

∣

V (u⃗)
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∣

∣

∣

∣

2
〉

K2

where l = 2π|u⃗|, u⃗ = (u, v) is the visibility coordinate in
units of wavelength, Cl is the power measured in K2, θb is
the primary beam size, and ν is the wavelength (Pen et al.
2009). The quantity in the angle-brackets on the right is
equal to the power in Jy2 found above. This conversion is

Sky map
Sky map!

- foregrounds
Sky map-foregrounds!

zoom
Claimed upper limits!

on power spectrum of  
cold IGM <(70mK)2 at z=8.5

Data of the required sensitivity acquired with GMRT  
 => first serious attempt at 21 cm signal at z~8.5

Paciga+ 2010

GMRT

Ts=Tk

Ts>>Tk

constant R 
bubbles

2MHz

0.5MHz

Pre-existing telescope

Since retracted: ~80% signal removed too 
now claim <(248mK)2 at k=0.50 hMpc-1 at z=8.6

Paciga+ 2013
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Murchison Widefield Array (MWA)

128 tiles of 16 dipoles!
~1km long baselines

Compact array =>  
- filled UV plane!
- wide field of view for survey!
- data rate requires real time 
calibration

L8 A. P. Beardsley et al.

Figure 3. Estimated power spectrum sensitivity to EoR signal per voxel for
the MWA. The quantity plotted is log10[P21(k)/(σP (k)] for a 2D slice of the
3D data cube with 900 h of integration. The white curved lines show the bin
edges used for the 1D plot (Fig. 4). The data below the horizontal dashed
line and to the right of the diagonal dashed line will be contaminated by
foregrounds. Only data within the EoR window (the upper left) are used to
calculate the sensitivity in Fig. 4. For reference, the corresponding baseline
lengths are given on the top axis.

The next step is to perform a weighted average to condense the
3D data into a 1D power spectrum. The underlying power spectrum
is expected to be isotropic, so averaging in spherical shells of con-
stant |k| is appropriate. As discussed earlier, the velocity distortion
terms cause the power spectrum to be anisotropic, but can be reme-
died by dividing the signal and noise by the angular dependence,
(1 + 2µ2 + µ4) in our case. Then voxels within a constant k shell
have the same power spectrum signal, and can be averaged weight-
ing by the uncertainty per voxel.

Fig. 4 shows the sensitivity of the MWA to this EoR power
spectrum. The theoretical 1D spherically averaged power spectrum
(dotted blue line) and the uncertainty per bin (various step lines)
are plotted. The uncertainty is plotted as a step function to show the
binning used in the spherical average with the edges of the steps
corresponding to the white curved lines in Fig. 3.

The uncertainty is shown for 450 and 900 h on one field, as well
as a two-field observation with 900 h on one field (RA = 6h) and
700 h on a second (RA = 0h), corresponding to one full season of
observation. The lowest k bin approaches the sample variance limit
as the S/N per voxel reaches ∼1 and the array begins to image the
largest EoR scales. The higher k bins, however, are thermal noise
dominated at 900 h.

We can also follow Lidz et al. (2008) and fit an amplitude and
slope to ln "2

21(k) in ln (k),

ln "2
21(k) = ln "2

21(k = kp) + α ln(k/kp), (5)

where kp is a fixed pivot wavenumber. The uncertainty on the
amplitude depends on the pivot wavenumber, and we choose
kp = 0.06 Mpc−1. The uncertainly is estimated assuming Gaus-
sian statistics, and we fit directly in the 3D k-space to avoid binning
effects and biases. For a full season of observation (900 h on a pri-
mary field and 700 h on a secondary), we predict an S/N of 14 on
the amplitude and 10.9 on the slope (α) for the fiducial model. This
does not take into account instrument downtime due to inevitable

Figure 4. Estimated 1D sensitivity for the MWA, for various integration
scenarios. The dotted blue line is the theoretical spherically averaged power
spectrum (Furlanetto et al. 2006), where "2

21(k) = P21(k)k3/(2π2T 2
0 ) and

T0 = 28[(1 + z)/10]1/2 mK ≈ 26.6 mK. The several step functions represent
the uncertainty per bin, with the edges of the steps corresponding to the
edges of the bins when averaging (white curves in Fig. 3). Single-field
observations are shown for 450 h (dash–dotted green) and 900 h (dashed red)
of integration. The solid black line corresponds to 900 h on a primary EoR
field, combined with 700 h on a secondary field. This averaging excluded
any data that would be contaminated by foreground subtraction (below the
horizontal line, and to the right of the wedge in Fig. 3).

maintenance, nor loss of data for unforeseen reasons. With a more
conservative observation time of 450 h on a single field, we expect
an S/N of 7.1 on the amplitude and 5.0 on the slope. Even with less
than half a full observing season, the MWA has the potential for an
EoR detection.

This calculation does not account for systematic biases from
calibration and foreground subtraction errors. Efforts are underway
to understand these affects and to achieve this level of sensitivity
(Trott et al. 2012).

3 C O N C L U S I O N S

Using the proposed 128 antenna MWA, we have estimated the in-
strument sensitivity to a model EoR power spectrum, taking into
account synthesis rotation, chromatic and asymmetrical baseline
effects, and excluding modes that are contaminated by foreground
subtraction. We provide the tools required to calculate the MWA
sensitivity for any model. With an optimistic full season of ob-
servation, we would expect to detect the fiducial power spectrum
amplitude with S/N ∼ 14, and constrain the slope with S/N ∼10.9.
At the time of publication, commissioning is underway and first
light of the full 128 antenna MWA is expected early 2013.
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Figure 10. Taking advantage of our fast yet thorough power spectrum estimation technique, we estimate �(k) for a wide range of k and
z, including both vertical and horizontal errors. (For points that represent positive detections of foregrounds, the vertical error bars are
often barely visible). Using the visual language of Figure 9, we show here our spherical power spectrum limits as a function of both k and
z. Each panel is a di↵erent subband. Our absolute lowest limit on the 21 cm brightness temperature power spectrum, �(k) < 0.3 Kelvin
at the 95% confidence level, comes at k = 0.046 cMpc�1 and z = 9.5 (or �(k) < 2K at z = 9.5 and k = 0.134 cMpc�1 if one discards the
lowest k bin to immunize oneself against foreground modeling uncertainties).
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Best limit <(300mK)2  

k=0.07hMpc-1 at z=9.5 !

similar constraints over  
range z=6.2-11.7

Two orders of magnitude!
to go (just 22hr & 32T)

MWA-128T commisioning!
underway with science!

observations earlier in the year
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PAPER-32 Power Spectrum Results 13

Fig. 8.— Constraints at z = 7.7 on the absolute value of the 21cm brightness temperature of the neutral gas (not normalized by ionization
fraction), |hTbi|, for the patchy reionization model described in Equations 9 and 12, as a function of the upper (k

max

) and lower (k
min

)
bounds on the scale of fluctuations. Color indicates the maximum |hTbi| (in mK) consistent with PAPER’s 2� upper limits on �2

21

(k) (see
Figure 6) for the listed ionization fractions. Because the power spectrum amplitude for patch reionization is invariant under the interchange
of ionized and neutral regions, xi = 0.1 and 0.3 equivalently correspond to xi = 0.9 and 0.7, respectively. The maximum color scale of 400
mK indicates the threshold of brightness temperatures that can be excluded a priori on the basis of the maximum contrast between the
21cm spin temperature and the CMB (see Equation 11). The black dot and black triangle indicate the coordinates of a patch-reionzation
approximation to the fiducial and high-mass halos models illustrated in Figure 9, respectively.

Fig. 9.— Scaled 21cm EoR power spectra predicted for the models described in §4.3 (Lidz et al. 2008), reflecting bounds on the 21cm
brightness temperature hTbi at z = 7.7, according to Equation 9. Magenta curves illustrate power spectra scaled according to hTbi ⇡ 30 mK,
as predicted by simulations that include the e↵ects of X-ray heating on the IGM. Cyan curves illustrate power spectra scaled by the maximum
hTbi that is under the 2� upper limits we measure (black). These are, left to right, top to bottom, hTbi = 471, 451, 315, and 375 mK,
respectively.
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PAPER-32

Parsons+ 2014

PAPER-32 <(52mK)2 at k=0.11hMpc-1 at z=7.7 

– 25 –

Fig. 3.— The delay spectra measured by baselines of four di↵erent lengths for a simulated sky

consisting of several celestial sources, whose spectra are shown in Figure 2. The upper-left, upper-

right, lower-left, and lower-right plots show delay spectra obtained by Fourier transforming a 60-

MHz band centered at 150 MHz with a Blackman-Harris windowing function (Harris 1978) for

east-west baselines of length 32, 64, 128, and 256 meters (16, 32, 64, and 128 wavelengths at 150

MHz), respectively. Color scale denotes log10-Jy amplitude, ranging from 1 (blue) to 5 (red). As in

Figure 1, emission from sources with power-law spectra remains confined within the horizon limits

(dashed vertical lines), while emission from the source with an unsmooth spectrum (top region of

each panel, corresponding to the source plotted in cyan in Figure 2) extends beyond these limits.

Delay-spectrum technique for 
foreground removal

Redundant configuration leads to 
narrow k-range of sensitivity

Begins to constrain models with no X-ray heating

64 simple dipoles - 128 since early 2014

Small scale experiment!
=> less collecting area than LOFAR/MWA  
=> compensate by making very compact
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Low Frequency Array (LOFAR)

Status of LOFAR

Ronald Nijboer (ASTRON)
On behalf of the LOFAR team

ASTRON, Dwingeloo, 23 Aug. 2010- 1 -SKA Calibration and Imaging Workshop 2010

ASTRON is part of the Netherlands Organisation for Scientific Research (NWO)
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HBA (120-240 MHz)

LBA (10-80MHz)

Initial data shows 
no show stoppers

General purpose array:   Long baselines for point source removal  
Smaller field of view, multiple beams  

see Yatawatta+ 2013

100s hr data  
collected
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NenuFAR - SKA pathfinder
NenuFAR=New extension in Nancay upgrading LOFAR

Waterlily

RIP Jean-Francois Denisse!
16 May 1915-17 November 2014!

Founded Nancay radio astronomy station in 1956

Stand alone mode interesting 
for Cosmic Dawn observations

Sensitivity comparable w 
LOFAR core
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Summary of experiments

Figure 21: Comparison of current arrays, PAPER, MWA and LOFAR, with SKA, assuming B=10 MHz,
tint = 1000 hrs and �k = k. For the existing arrays we assumed the latest published (or inferred)
specifications, see Table 2. The black line indicates the expected power spectrum of the 21cm power
signal.

the same assumptions and the same scaling relations. To properly compare the different arrays,
we take k = 0.1 cMpc�1 as the reference point where to compare sensitivities.

PAPER and MWA: We find that the current array-configurations of PAPER and MWA perform
equally well, even though PAPER has a smaller collecting area (Acoll) than MWA and a similar
number of stations. The lower collecting area of PAPER is compensated by making the array
even more compact than MWA, hence lowering Acore. Equation 12 shows that this improves
the power spectrum sensitivity of the array. In addition, PAPER gains sensitivity by having a
somewhat smaller Ae↵ , since only single dipoles are used rather than tiles. Overall this results in
PAPER and MWA having similar sensitivities to the power spectrum. Both PAPER and MWA
are able to probe only the smallest k modes, because of their compact configurations. We note
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MWA-32T: <(300mK)2 at k=0.07 hMpc-1 at z=9.5!
!
GMRT:       <(248mK)2 at k=0.50 hMpc-1 at z=8.6!
(previous claim was <(70mK)2)!
!
PAPER-32:  <(52mK)2 at k=0.11hMpc-1 at z=7.7!
!
LOFAR:   yet to be released

MWA

PAPER

LOFAR

Figure 21: Comparison of current arrays, PAPER, MWA and LOFAR, with SKA, assuming B=10 MHz,
tint = 1000 hrs and �k = k. For the existing arrays we assumed the latest published (or inferred)
specifications, see Table 2. The black line indicates the expected power spectrum of the 21cm power
signal.

the same assumptions and the same scaling relations. To properly compare the different arrays,
we take k = 0.1 cMpc�1 as the reference point where to compare sensitivities.

PAPER and MWA: We find that the current array-configurations of PAPER and MWA perform
equally well, even though PAPER has a smaller collecting area (Acoll) than MWA and a similar
number of stations. The lower collecting area of PAPER is compensated by making the array
even more compact than MWA, hence lowering Acore. Equation 12 shows that this improves
the power spectrum sensitivity of the array. In addition, PAPER gains sensitivity by having a
somewhat smaller Ae↵ , since only single dipoles are used rather than tiles. Overall this results in
PAPER and MWA having similar sensitivities to the power spectrum. Both PAPER and MWA
are able to probe only the smallest k modes, because of their compact configurations. We note
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Parsons+ 2013

Dillon+ 2013

Paciga+ 2013

SKA

Mellema+ 2013

but Yatawatta+ 2013
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SKA status

2006

2012

2016

2019

2024

FIRST ASTRONOMICAL
OBSERVATIONS

1991

2008
-2012

2013
-2015

SHORTLISTING OF
SUITABLE SITES

SYSTEM DESIGN
AND COSTING

DETAILED DESIGN AND
PRODUCTION ENGINEERING

SITE DECISION

INITIAL CONSTRUCTION

SKA CONCEPT

FULL OPERATION

Current

SKA director general - Phil Diamond

SKA sites:  South Africa - Karoo!
                Australia - Western Outback  
SKA-LOW: 50-350 MHz             (Australia)!
SKA-MID: 350MHz-3GHz         (SA)  
SKA-SUR:  350MHz - (Australia)

Rebaselining exercise underway to fit  
cost cap of €650M 
 
Decision expected ~ March 2015!

!
Watch arXiv for updated SKA Science Case 
~ 150 chapters 
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Conclusions
21cm intensity mapping powerful probe of LSS - competitive with 
optical and constrains higher reshifts!
!
21cm EoR observations will shed light on Cosmic Dawn and Epoch of 
Reionization.  Adds details to CMB constraints on reionization history!
!
Cosmology from EoR requires first understanding astrophysics & 
foregrounds. Information from pathfinders will fill in gaps in current 
understanding.  
 
EoR experiments have data => 1st detection expected soon!
!
Exciting array of new instruments coming soon: !
IM: BINGO, CHIME, SKA-MID, SKA-SUR!
EoR: HERA, SKA-LOW, … … … Omniscope!
!
Collectively 21cm observations offer a path to observe majority of 
cosmic volume - challenge is to learn how to exploit that
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