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Figure 5. Examples of C iv (left) and low-ionisation (right) metal absorption line systems observed with VLT/X-Shooter, at z = 5.92 and 5.79,
respectively. The transitions for a given absorber have been shifted onto a common velocity scale. Histograms show the continuum-normalised flux,
while the dashed lines are the flux uncertainty. Solid lines are Voigt profile fits. Reproduced from Figures 5 and 17 of D’Odorico et al. (2013) with
permission of the authors.

in which damped Ly α systems (DLAs) trace the kinemat-
ics and composition of lower-redshift galaxies (e.g. Wolfe,
Gawiser, & Prochaska 2005). Second, because the metals
in these systems are often dominated by a single ionisation
state, determining abundances is relatively straightforward.
Finally, if the last regions of the IGM to be reionised are
metal enriched, then they may give rise to a ‘forest’ of ab-
sorption lines such as O i and C ii that can be detected in
quasar spectra (e.g. Oh 2002; Furlanetto & Loeb 2003).

Metal-enriched gas where the hydrogen is largely neutral
is traced by lines such as O i, C ii, Si ii, and Fe ii. O i
is particularly useful for studying neutral gas since the first
ionisation potential of oxygen and hydrogen are very similar,
and due to charge exchange, n(O+)/n(O) ≃ n(H+)/n(H)

over a wide range of physical conditions (e.g. Osterbrock &
Ferland 2006). Elements where the first ionisation potential
is significantly less than 13.6 eV, such as carbon, silicon,
and iron, are not shielded by atomic hydrogen, and there-
fore appear as singly ionised species in otherwise ‘neutral’
gas. At z < 5, low-ionisation systems are typically found by
their strong, often damped, hydrogen Ly α lines. At higher
redshifts, however, the growing saturation of the Ly α for-
est makes identifying individual Ly α absorbers difficult, and
metal systems must be identified using ‘pseudo multiplets’
of lines redward of Ly α, such as O i λ1302; C ii λ1334; and
Si ii λ1260, λ1304, and λ1526.

Becker et al. (2006, 2011b) searched for low-ionisation
systems over 5.3 < zabs < 6.4. In 17 lines of sight, they find
10 systems with C ii and Si ii, nine of which also contain O i.
Infrared spectra have been used to obtain Fe ii for many of

these systems (Becker et al. 2012; D’Odorico et al. 2013).
Among the nine O i systems, the ratios of O i, C ii, Si ii, and
Fe ii column densities are reasonably constant, which sug-
gests that neither ionisation corrections nor dust depletion
are large factors, as these would tend to introduce scatter.
This supports the expectation that O i systems trace pre-
dominantly neutral gas, and are therefore the analogues of
lower-redshift DLAs (NH I ≥ 1020.3 cm−2) (e.g. Wolfe et al.
2005) and sub-DLAs (1019 cm−2 < NH I < 1020.3 cm−2) (e.g.
Dessauges-Zavads et al. 2003).9 It is therefore reasonable to
compare O i systems at z > 5 to these systems, although
it should be emphasised that H i-selected systems with
NH I > 1019 cm−2 may not represent a complete census of
O i systems at lower redshifts.

In terms of number density, Becker et al. (2011b) find
dn/dX = 0.25+0.21

−0.13, which is similar to the combined num-
ber density of DLAs and sub-DLAs over 3 < z < 5 (Péroux
et al. 2005; O’Meara et al. O’Meara et al.; Prochaska &
Wolfe 2009; Noterdaeme et al. 2009; Guimarães et al. 2009;
Crighton et al. 2015). At least one of the O i systems lies
close to the detection limit of the existing data, however
(Becker et al. 2011b), so it is possible that the number
density of weak low-ionisation systems (NO I ! 1013.5 cm−2,
NC II ! 1013.0 cm−2) may be larger. The observed mass den-
sity of O i in systems at z ∼ 6 can be directly computed
using Equation (20) because the lines are typically unsatu-
rated, and so have measurable column densities. At lower

9Indeed, Becker et al. (2011b) find that the metal line kinematics of O i
systems at z ∼ 6 are comparable to those of lower-redshift DLAs and
sub-DLAs, although the lines strengths are weaker.
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z < 0.2: Metals generally found within the halo radius

Liang & Chen (2014)

Where are metals found?   Around galaxies!  The “CGM”.

d / Rh

Eq
ui

va
le

nt
 w

id
th



800 M. L. Turner et al.

Figure 4. 2D optical depth maps constructed by binning the galaxy impact parameters and LOS distance (assuming pure Hubble flow) logarithmically, taking
the absolute LOS distance, and calculating the median optical depth in each bin. The bins are 0.15 dex wide except for the innermost bin, which runs from
0 to 130 pkpc. The maps have been smoothed using a Gaussian that has σ equal to the bin size, and the full width at half-maximum of the smoothing kernel
is indicated by the open white circle in the bottom-right corner of the Si IV map. For each ion, the range of optical depths is set to run from the median of all
pixels in the considered redshift range to the maximum value in the smoothed image. Note that the minimum optical depth shown typically reflects the median
level of noise and contamination rather than the detection of true metal absorption. The ions considered and their rest-frame wavelengths are, from left to
right: H I (1215.7 Å), O VI (1031.9 Å), N V (1238.8 Å), C IV (1548.2 Å), C III (977.0 Å), and Si IV (1393.8 Å). In every case, there is a region of very strongly
enhanced absorption at impact parameters of !2 pkpc, which is smeared along the LOS direction. This elongation likely originates primarily from gas peculiar
velocities, as discussed in Section 4.7.
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Keck Baryonic Structure Survey, z~2.3 (PI: Steidel)

Turner et al. 2014

Metals absorbers have kinematics indicative of inflows & outflows.
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Figure 3. Normalized flux (black lines) and recovered optical depths converted to normalized flux (red lines) for regions ±500 km s−1 around the ions studied
in this work at the redshift of the galaxy Q1549-D15, which has an impact parameter of 58 pkpc. v = 0 km s−1 corresponds to the galaxy redshift, and is
marked by the vertical dashed blue line. We stress here that, particularly for those metal ions bluewards of Lyα (O VI, N V, and C III), the derived optical depths
are apparent rather than true optical depths, since we have no way of fully correcting for all possible contamination. Panels (a), (b) and (c) show Lyα, Lyβ and
Lyγ , respectively, and demonstrate how higher order H I components often have unsaturated pixels which can be used to correct pixels which are saturated in
Lyα (such as in the region shown here from 0 to 400 km s−1). Panel (d) makes clear that much of the absorption in the C III region can be attributed to higher
order H I absorption, and is at least partially corrected for in the H I subtraction procedure. We note that the noise from the subtracted H I is responsible for the
fine structure seen at negative velocities for C III. Both N V (panels g and h) and Si IV (panels k and l) have their optical depths corrected for contamination by
taking the minimum optical depth between the two double components. This procedure allowed us to identify and correct for the contaminating absorption
systems located at ∼50 and ∼450 km s−1for N V (panel g), and at ∼− 250 and ∼0 km s−1 for Si IV (panel k). The recovery procedure for the O VI doublet,
shown in panels (e) and (f), uses both H I subtraction as well as taking the minimum optical depth value between the two doublet components. Finally,
the ∼−350 km s−1absorption line in panel (i) was identified and removed by the C IV self-contamination correction.

distributed around galaxies. In Section 4.1, we bin the pixel optical
depths by galaxy impact parameter and along the LOS to create 2D
optical depth maps, while in Section 4.2 we make the cuts through
these maps to look for redshift-space distortions in order to compare
the optical depth distributions for different ions. We bin the pixels
by their 3D distance to the galaxy in Section 4.3, where distances
are estimated assuming pure Hubble flow, and in Section 4.5 we

show how the distribution of optical depths for each ion varies as
a function of impact parameter. Covering fractions are examined
in Section 4.4, and lastly we explore the effect of galaxy redshift
errors on our results in Section 4.7. Unless specified otherwise, all
errors are calculated by bootstrap resampling (with replacement)
the galaxy sample 1000 times within each impact parameter bin,
and taking the 1σ confidence intervals.
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Figure 3. Normalized flux (black lines) and recovered optical depths converted to normalized flux (red lines) for regions ±500 km s−1 around the ions studied
in this work at the redshift of the galaxy Q1549-D15, which has an impact parameter of 58 pkpc. v = 0 km s−1 corresponds to the galaxy redshift, and is
marked by the vertical dashed blue line. We stress here that, particularly for those metal ions bluewards of Lyα (O VI, N V, and C III), the derived optical depths
are apparent rather than true optical depths, since we have no way of fully correcting for all possible contamination. Panels (a), (b) and (c) show Lyα, Lyβ and
Lyγ , respectively, and demonstrate how higher order H I components often have unsaturated pixels which can be used to correct pixels which are saturated in
Lyα (such as in the region shown here from 0 to 400 km s−1). Panel (d) makes clear that much of the absorption in the C III region can be attributed to higher
order H I absorption, and is at least partially corrected for in the H I subtraction procedure. We note that the noise from the subtracted H I is responsible for the
fine structure seen at negative velocities for C III. Both N V (panels g and h) and Si IV (panels k and l) have their optical depths corrected for contamination by
taking the minimum optical depth between the two double components. This procedure allowed us to identify and correct for the contaminating absorption
systems located at ∼50 and ∼450 km s−1for N V (panel g), and at ∼− 250 and ∼0 km s−1 for Si IV (panel k). The recovery procedure for the O VI doublet,
shown in panels (e) and (f), uses both H I subtraction as well as taking the minimum optical depth value between the two doublet components. Finally,
the ∼−350 km s−1absorption line in panel (i) was identified and removed by the C IV self-contamination correction.

distributed around galaxies. In Section 4.1, we bin the pixel optical
depths by galaxy impact parameter and along the LOS to create 2D
optical depth maps, while in Section 4.2 we make the cuts through
these maps to look for redshift-space distortions in order to compare
the optical depth distributions for different ions. We bin the pixels
by their 3D distance to the galaxy in Section 4.3, where distances
are estimated assuming pure Hubble flow, and in Section 4.5 we

show how the distribution of optical depths for each ion varies as
a function of impact parameter. Covering fractions are examined
in Section 4.4, and lastly we explore the effect of galaxy redshift
errors on our results in Section 4.7. Unless specified otherwise, all
errors are calculated by bootstrap resampling (with replacement)
the galaxy sample 1000 times within each impact parameter bin,
and taking the 1σ confidence intervals.
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Total Inventory of Galactic Metals (z~0)

“C II+IV” CGM

Typical star forming galaxies have ejected at least as 
many metals as they have retained.

Adapted from Peeples et al. (2014)

COS-Halos

Credit: Peeples, Tumlinson et al.



Metallicity

Metallicities provide further evidence of inflows and outflows.

Inflows? Outflows?

“CGM-like” absorbers (Lyman limit systems)  
COS + ground-based data



. . . have ejected at least as 
many metals as they have 

retained . . . 

Typical star forming galaxies. . . 

. . . have a CGM that outweighs 
their ISM and maybe their 

stars. . . 

. . . yet appear to retain both 
pristine and metal-enriched 

material in their halos. . . 

Credit: J. Tumlinson



The Astrophysical Journal, 800:12 (17pp), 2015 February 10 Cooke, Pettini, & Jorgenson

Figure 4. [α/Fe] ratio in DLAs (black symbols; cf. Figure 3) are compared to the typical [α/Fe] measured in the classical Milky Way satellite dwarf galaxies. For
clarity, the dSph galaxies are color-coded by their V-band absolute magnitude, where red represents the brightest dSph (Sgr) and purple represents the faintest dSph
(CV i). The data for Sgr are taken from Bonifacio et al. (2004), Monaco et al. (2005), and Sbordone et al. (2007). The data for the remaining dSphs are from Kirby
et al. (2011a).

Rather, the dependence of the α/Fe ratio on metallicity in
high-redshift DLAs seems to be more akin to that seen in
local dSph galaxies (Kirby et al. 2011a), as can be realized
by considering Figure 4. For clarity, we have divided the dSph
into three subsets, as indicated; in each of the three panels
we show the same set of DLA measurements as in Figure 3,
now uniformly indicated by black symbols, assuming that
[Zn/Fe] = 0. In general, there appears to be much in common
between the chemical evolutions of MW dSph galaxies on the
one hand and of DLAs at redshift zabs ∼ 2–3 on the other
(we investigate our assumption that [Zn/Fe] = 0 for dSph stars
directly below). We also note a similarity in the DLA measures
of [α/Fe] and [Fe/H] to those recently determined in the dwarf
galaxies associated with M31, in particular AndV (see Figure 4
of Vargas et al. 2014).

Regarding the MW systems, there may be some tension
toward the lowest metallicities, where dSph stars are somewhat
more α-enhanced relative to the DLAs. This could be the result
of small number statistics, modeling techniques, or genuine
differences between DLAs and the dSphs. We note that several
studies working with many fewer stars than Kirby et al. (2011a),
but with somewhat higher S/N and resolution, have reported an
[α/Fe] plateau for low-metallicity stars in some dSph galaxies
at a level that is consistent with that seen in DLAs. Some
examples include Fornax (Hendricks et al. 2014), Sculptor
(Starkenburg et al. 2013; Hill & DART Collaboration 2012),
and Ursa Minor (Cohen & Huang 2010). We also note that our
comparison between DLAs and dSph galaxies for metallicities
[Fe/H] ! −2.0 assumes that S traces Si whilst Zn follows Fe.
As argued earlier, S and Si are believed to be produced in solar

7

For example, DLA abundances 
resemble those of dwarf galaxies.

Cooke, Pettini, & Jorgenson (2015)

Abundances in metal absorbers  
- Can often be measured accurately 

(especially in DLAs) 
- Constrain star-formation histories in 

high-z galaxies.



Simulations struggle to produce enough metals in the IGM/CGM 
and/or metals in the right phases.

UVES data at z~3.5 compared to predictions from Eagle 
simulations (Turner et al. 2016, but see, e.g., Oppenheimer+2008)

Metals in the z ⇡ 3.5 IGM 7
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Figure 3. Median recovered pixel optical depths binned by Hi for Civ (left), Siiv (centre) and Ovi (right). Note that the dynamic range
shown along the y-axis decreases strongly from left to right. The data from eight QSOs have been combined, and the 1� error bars are
measured by bootstrap resampling the QSOs. The black circles show the data, while the curves denote the results from simulations,
where di↵erent colours represent variations in the model and we show the 1� error region around the fiducial HM01 model. The flat level
⌧min, which is the same for the observations and simulations by construction, is indicated by the dashed horizontal line. The data from
the observations is provided in Table 3. The simulation run with the fiducial UVB systematically underpredicts the median Civ and Siiv
optical depths. The discrepancy is lessened by invoking a softer UVB (4Ryd-100), higher metallicity (Zrel-10), or unresolved turbulent
broadening (bturb-100), although the metal-line optical depths associated with the strongest Hi absorption are still underestimated by
⇡ 0.5 dex. In contrast, the predicted Ovi(Hi) relation (right panel) is insensitive to the UVB models, and in good agreement with the
observations.

Table 3. Observational data shown in Fig. 3. The left column
indicates the central log10 ⌧Hi value of each bin, and the next
three columns list the log10 median recovered optical depths for
the Civ(Hi), Siiv(Hi), and Ovi(Hi) relations, respectively, along
with the 1� errors. We note that for the bin where log10 ⌧Hi =
0.70, the metal optical depths are not defined because there were
contributions from fewer that four of our eight quasars.

log10 ⌧Hi Civ(Hi) Siiv(Hi) Ovi(Hi)

⌧min �2.90 �2.85 �1.10
�0.90 �2.94+0.07

�0.06 �3.01+0.12
�0.09 �1.12+0.03

�0.03

�0.70 �2.91+0.10
�0.07 �2.84+0.09

�0.09 �1.15+0.04
�0.04

�0.50 �2.89+0.04
�0.04 �2.83+0.08

�0.06 �1.09+0.04
�0.03

�0.30 �3.04+0.17
�0.10 �2.87+0.07

�0.07 �1.14+0.06
�0.04

�0.10 �2.81+0.03
�0.03 �2.87+0.04

�0.04 �1.14+0.05
�0.04

0.10 �2.79+0.07
�0.05 �2.98+0.04

�0.05 �1.14+0.04
�0.02

0.30 �2.75+0.06
�0.05 �2.88+0.07

�0.09 �1.06+0.04
�0.05

0.50 �2.49+0.06
�0.05 �2.69+0.03

�0.03 �1.11+0.06
�0.04

0.70 . . . . . . . . .
0.90 �2.41+0.11

�0.10 �2.67+0.05
�0.05 �1.06+0.04

�0.04

1.10 �2.14+0.04
�0.03 �2.55+0.07

�0.07 �0.98+0.02
�0.02

1.30 �1.90+0.03
�0.03 �2.89+0.21

�0.21 �1.03+0.07
�0.06

1.50 �1.66+0.10
�0.12 �2.83+0.62

�0.22 �0.83+0.03
�0.04

1.70 �1.57+0.06
�0.05 �2.38+0.33

�0.21 �0.94+0.04
�0.04

1.90 �1.46+0.05
�0.05 �1.87+0.12

�0.12 �0.83+0.10
�0.08

and rest wavelength are fixed empirical quantities, the ele-
ment abundances are predicted, and the ionization fractions
(i.e., the ratio of ionized to total number density) are de-
termined using the particle temperatures and densities in

the same manner as was done to compute the cooling rates
used in the simulation.

In the following analysis, we will consider the results in
two di↵erent regimes, separated by ⌧Hi ⇡ 10. The reasons
for this are: (1) For ⌧Hi & 10 Hi pixel optical depths will
be highly saturated, and even though this is corrected for
in our recovery procedure, the final values still su↵er from
large uncertainties compared to their unsaturated counter-
parts. (2) If the gas being probed is mainly in photoioniza-
tion equilibrium, which is a reasonable assumption for Civ
and Siiv (Schaye et al. 2003; Aguirre et al. 2004), then Hi
is considered a good tracer of the density (Schaye 2001),
even on an individual pixel basis (Aguirre et al. 2002). This
means that higher Hi optical depths probe dense regions
closer to galaxies, rather than the di↵use IGM.

To touch on this point more quantitatively, we have
calculated the optical depth-weighted overdensities for our
full sample of mock spectra. Fig. 4 shows the median optical
depth-weighted overdensity as a function of Hi for Hi, Civ,
Siiv, and Ovi, and we find a strong correlation in every
case. We have performed ordinary least-squares fits to the
curves using a power-law function:

log10 � = A⇥ log10 ⌧Hi +B, (3)

and give the resulting parameters in Table 4. We note that
our aforementioned division of the Hi optical depths into
two regimes at ⌧Hi ⇡ 10 corresponds to an overdensity of
⇡ 8 for the gas responsible for the Hi absorption, but that
the overdensity of the metal ions at the same redshifts as
the selected Hi pixels is typically a factor of a few lower.
We also caution that the quantities presented here are pixel-
weighted, and may therefore be biased to high temperatures

c
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Figure 1. A high signal-to-noise spectrum of the quasar ULAS J1319+0959 at z = 6.13 from
Becker et al. (2015), obtained with the X-Shooter spectrograph on the Very Large Telescope (VLT).
The spectrum has been rebinned to 1.5 Å per pixel for presentation purposes. This illustrates many
of the features reviewed here—see the text in Section 1 for a description.

discovered—quasars. The absence of strong absorption re-
vealed that there was very little intervening neutral hydro-
gen in intergalactic space, all the way out to the highest-
redshift object observed at the time, quasar 3C 9 at z = 2.01
(Schmidt 1965). In the intervening 50 years, there has been
tremendous progress in the study of the IGM using quasar
absorption lines, and we now have detailed constraints on
many of properties of the IGM and the EoR which extend
to the current highest-redshift quasar, ULAS J1120+0641
at z = 7.085 (Mortlock et al. 2011). The aim of the present
article is to review these constraints, examine their implica-
tions, and consider the prospects for improving them in the
future.

In Section 2, we review the properties of the ultraviolet
background (UVB) inferred from the post-reionisation Ly α

forest at z ≤ 6. We compare these measurements to the num-
ber of ionising photons expected from star-forming galaxies
and quasars, and assess what these data imply for the sources
likely responsible for reionising the IGM. In Section 3, we
review current observations of IGM metal line abundances
at z > 5, address whether the known galaxy population ap-
proaching and during the EoR can account for the observed
metal enrichment, and consider the implications of metal line
populations for high-redshift galaxy formation. Direct con-
straints on the reionisation history using quasar absorption
line data are then described in Section 4. We also briefly
compare these data with other, complementary probes of
reionisation. Finally, in Section 5 we conclude with a discus-
sion of future prospects for exploring the EoR with quasar
absorption lines.

For further orientation, Figure 1 provides an example of
a z ! 6 quasar spectrum in the observed-frame; this illus-
trates key spectral features used to infer IGM properties ap-
proaching the EoR. Redward of the Ly α emission from the
quasar (red-dashed line), one can identify a series of metal
absorption lines (Section 3). Close to the quasar redshift
lies the Ly α proximity or near-zone, where the quasar con-
tributes significantly to ionising the hydrogen in its vicinity
(Section 4.5). Next, moving to shorter wavelengths, is the

Ly α absorption forest from intervening neutral hydrogen in
the cosmic web (Section 2). This z ! 6 spectrum also shows
a complete Gunn–Peterson absorption trough (Section 2.1)
above 8 400 Å (from hydrogen at z ! 5.9 absorbing in the
Ly α line) that continues until the near-zone region. Between
the green- and orange-dashed lines, which mark the wave-
lengths of the Ly β and Ly γ transitions at the quasar sys-
temic redshift, lies the Ly β forest. In this region of the
spectrum, high-redshift gas absorbs in the Ly β line and at
lower redshift, foreground gas absorbs in Ly α (Section 4.3).
At even shorter wavelengths, overlapping higher-order Ly-
man series transitions occur. Finally, below the line marked
‘LyC’ there is continuum absorption from neutral hydrogen:
photons at these wavelengths—with rest frame wavelength
λ ≤ 912 Å—are energetic enough to photoionise hydrogen
atoms. In lower-redshift quasar spectra where there is less
overall absorption, Lyman-limit systems (LLSs)—absorbers
that have an optical depth of unity to photons at the hydrogen
photoionisation edge—can be identified here. LLSs, along
with cumulative absorption from lower-column density ab-
sorbers, set the mean free path to ionising photons in the IGM
(Section 2.4).

2 THE UV BACKGROUND

The UVB is a key probe of the sources of hydrogen ion-
ising photons (E ≥ 13.6 eV) in the post-reionisation era at
z < 6; its intensity and spectral shape provides a complete
census of ionising photon production and its evolution with
redshift (Haardt & Madau 1996, 2012; Faucher-Gigu et al.
2009). One of the primary observational techniques used to
probe the UVB is quasar absorption line spectroscopy. The
Ly α forest—the observable manifestation of the intergalac-
tic neutral hydrogen that traces the cosmic web of large-scale
structure (see e.g. Rauch 1998; Meiksin 2009)—is particu-
larly important in this regard. In this section, we discuss the
theoretical and observational framework on which UVB mea-
surements using the Ly α forest are based, and examine the

PASA, 32, e045 (2015)
doi:10.1017/pasa.2015.45

Anatomy of a high-z QSO spectrum

IGM CGM

Becker, Bolton & Lidz (2015) PASA Review
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Lyα forest at z > 5

Fan+06 Lidz et al (2006)

Get large scatter in Lyα opacity from the 
density field alone.
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It must be more than density fluctuations…
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- UVB fluctuations due to bright sources? (Chardin+2015 & in prep) 
- Temperature fluctuations from reionization? (D’Aloisio+2015) 
- UVB fluctuations due to mean free path? (Davies & Furlanetto 2016) 
- Radiative-transfer effects? (Gnedin+2016)



Metal absorbers: Highlights from z~0-4 
Setting the scene: The IGM at z~5-6 
Metals near reionization
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Figure 5. Examples of C iv (left) and low-ionisation (right) metal absorption line systems observed with VLT/X-Shooter, at z = 5.92 and 5.79,
respectively. The transitions for a given absorber have been shifted onto a common velocity scale. Histograms show the continuum-normalised flux,
while the dashed lines are the flux uncertainty. Solid lines are Voigt profile fits. Reproduced from Figures 5 and 17 of D’Odorico et al. (2013) with
permission of the authors.

in which damped Ly α systems (DLAs) trace the kinemat-
ics and composition of lower-redshift galaxies (e.g. Wolfe,
Gawiser, & Prochaska 2005). Second, because the metals
in these systems are often dominated by a single ionisation
state, determining abundances is relatively straightforward.
Finally, if the last regions of the IGM to be reionised are
metal enriched, then they may give rise to a ‘forest’ of ab-
sorption lines such as O i and C ii that can be detected in
quasar spectra (e.g. Oh 2002; Furlanetto & Loeb 2003).

Metal-enriched gas where the hydrogen is largely neutral
is traced by lines such as O i, C ii, Si ii, and Fe ii. O i
is particularly useful for studying neutral gas since the first
ionisation potential of oxygen and hydrogen are very similar,
and due to charge exchange, n(O+)/n(O) ≃ n(H+)/n(H)

over a wide range of physical conditions (e.g. Osterbrock &
Ferland 2006). Elements where the first ionisation potential
is significantly less than 13.6 eV, such as carbon, silicon,
and iron, are not shielded by atomic hydrogen, and there-
fore appear as singly ionised species in otherwise ‘neutral’
gas. At z < 5, low-ionisation systems are typically found by
their strong, often damped, hydrogen Ly α lines. At higher
redshifts, however, the growing saturation of the Ly α for-
est makes identifying individual Ly α absorbers difficult, and
metal systems must be identified using ‘pseudo multiplets’
of lines redward of Ly α, such as O i λ1302; C ii λ1334; and
Si ii λ1260, λ1304, and λ1526.

Becker et al. (2006, 2011b) searched for low-ionisation
systems over 5.3 < zabs < 6.4. In 17 lines of sight, they find
10 systems with C ii and Si ii, nine of which also contain O i.
Infrared spectra have been used to obtain Fe ii for many of

these systems (Becker et al. 2012; D’Odorico et al. 2013).
Among the nine O i systems, the ratios of O i, C ii, Si ii, and
Fe ii column densities are reasonably constant, which sug-
gests that neither ionisation corrections nor dust depletion
are large factors, as these would tend to introduce scatter.
This supports the expectation that O i systems trace pre-
dominantly neutral gas, and are therefore the analogues of
lower-redshift DLAs (NH I ≥ 1020.3 cm−2) (e.g. Wolfe et al.
2005) and sub-DLAs (1019 cm−2 < NH I < 1020.3 cm−2) (e.g.
Dessauges-Zavads et al. 2003).9 It is therefore reasonable to
compare O i systems at z > 5 to these systems, although
it should be emphasised that H i-selected systems with
NH I > 1019 cm−2 may not represent a complete census of
O i systems at lower redshifts.

In terms of number density, Becker et al. (2011b) find
dn/dX = 0.25+0.21

−0.13, which is similar to the combined num-
ber density of DLAs and sub-DLAs over 3 < z < 5 (Péroux
et al. 2005; O’Meara et al. O’Meara et al.; Prochaska &
Wolfe 2009; Noterdaeme et al. 2009; Guimarães et al. 2009;
Crighton et al. 2015). At least one of the O i systems lies
close to the detection limit of the existing data, however
(Becker et al. 2011b), so it is possible that the number
density of weak low-ionisation systems (NO I ! 1013.5 cm−2,
NC II ! 1013.0 cm−2) may be larger. The observed mass den-
sity of O i in systems at z ∼ 6 can be directly computed
using Equation (20) because the lines are typically unsatu-
rated, and so have measurable column densities. At lower

9Indeed, Becker et al. (2011b) find that the metal line kinematics of O i
systems at z ∼ 6 are comparable to those of lower-redshift DLAs and
sub-DLAs, although the lines strengths are weaker.

PASA, 32, e045 (2015)
doi:10.1017/pasa.2015.45

High ionization “C IV” system Low ionization “O I” system

X-Shooter data, D’Odorico et al. (2013)
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Z

Z

Figure 9. Relative abundances of carbon and oxygen (top panel), and oxy-
gen and iron (bottom panel), expressed logarithmically as a fraction of the
solar value. Triangles and arrows at z < 4.5 are for metal-poor DLAs from
Cooke et al. (2011). Open circles are for sub-DLAs from Dessauges-Zavads
et al. (2003) and Péroux et al. (2007). Filled circles and arrows at z > 4.7
are for low-ionisation absorbers from Becker et al. (2012). The mean value
given in each panel has been calculated from all measurements. The nominal
intrinsic rms scatter (accounting for measurement uncertainties), σ0, and the
95% upper limit on σ0 (in parentheses) are shown as dark and light shaded
bands, respectively. Reproduced from Figure 11 of Becker et al. (2012) by
permission of the authors and the AAS.

corrections should be minimal (e.g. Wolfe et al. 2005; Becker
et al. 2011b). The relative abundances of O, C, Si, and Fe were
measured for nine low-ionisation systems at z ∼ 5 to 6 by
Becker et al. (2012). Results for [C/O] and [O/Fe] are shown
in Figure 9, where [X/Y] gives the logarithmic abundances
with respect to solar, [X/Y ] = log (X/Y ) − log (X/Y )⊙. The
results at z ∼ 5–6 are generally consistent with relative abun-
dances measured in DLAs and sub-DLAs over 2 < z < 4
(e.g. Dessauges-Zavads et al. 2003; Wolfe et al. 2005; Péroux
et al. 2007; Cooke et al. 2011). Moreover, the absorption
line measurements at high redshift are broadly consistent
with the abundances in (non carbon-enhanced) metal-poor
halo stars (e.g. Cayrel et al. 2004), particularly those with
[O/H] ! −2 (Fabbian et al. 2009) (see discussions in Cooke

et al. 2011; Becker et al. 2012). The [O/Fe] values are consis-
tent with enrichment from Type II supernovae (e.g. Chieffi
& Limongi 2004), as expected given there has been little
time at z ∼ 5–6 for a contribution from Type Ia supernovae.
The lack of strong variations in the absorption-line ratios
suggests that these systems are enriched by broadly similar
stellar populations. There is no clear evidence of unusual
abundance patterns that would indicate enrichment from ex-
otic sources such as Population III stars, although trends in
[C/O] among metal-poor DLAs and halo stars may indicate
a Population III contribution at the very low-metallicity end
([O/H] < −2; Cooke et al. 2011). In semi-analytic models of
galaxy formation including metal enrichment, Kulkarni et al.
(2014) also conclude that measured ionic ratios at z ! 6,
particularly [O/Si], preclude a large contribution from Popu-
lation III stars to the metal or ionising photon budget during
reionisation.

3.4 The connection to galaxies and reionisation

Numerous studies over 0 < z < 5 have demonstrated that the
gas traced by metal lines reflects a cycle of inflows and out-
flows that help to regulate galaxy growth (e.g. Davé & Oppen-
heimer 2007; Steidel et al. 2010; Tumlinson et al.Tumlinson
et al. 2011; Turner et al. 2014; Crighton et al. 2015). The
lower-redshift studies have shown that galaxies over a wide
range of luminosities and star formation rates are surrounded
by an enriched circumgalactic medium out to typical dis-
tances of at least ∼100 proper kpc (e.g. Simcoe et al. 2006;
Bordoloi et al. 2014), indicative of the volume filled by
outflows or other enrichment mechanisms. Metal lines at
z ∼ 5−−6 should therefore trace the early stages of the en-
richment process, helping to elucidate the mechanisms that
shape the earliest galaxies. In addition, if metal absorption
lines tend to be associated with low-mass galaxies, then
these lines may help to identify vital sources of ionising
photons that are beyond the reach of current direct galaxy
surveys.

We can use lower-redshift observations to gain some in-
sight into the type of galaxies associated with metal ab-
sorbers near z ∼ 6. The line-of-sight number density of C iv
absorbers at z ∼ 6 with NC IV > 1013 cm−2 is dn/dX ∼ 1
(D’Odorico et al. 2013). For a population with a fixed phys-
ical cross-section, σ , the comoving number density can be
computed as

φ = dn
dX

H0

c σ
. (21)

If we take the lower-redshift value of 100 kpc (proper) as
an upper limit on the radius to which haloes are enriched
at z ∼ 6, then the number density of such haloes would be
φ ∼ 7 × 10−3 Mpc−3. This corresponds to the number den-
sity of galaxies with absolute UV magnitudes MUV ! −17
to −18 (Finkelstein et al. 2015; Bouwens et al. 2015),
which is near the limit of direct galaxy surveys. In terms
of dark matter haloes, this number density corresponds to

PASA, 32, e045 (2015)
doi:10.1017/pasa.2015.45

Relative abundances constrain 
early stellar populations.

z > 5: GB+2012 
z < 5: DLAs from Cooke+2011, sub-DLAs from 

Dessauges-Zavadsky+2003, Péroux+2007

Metal-poor DLAs
O I systems

As seen in z~2.4 LBGs (Steidel+), nearby low-
metallicity galaxies (Berg+), metal-poor stars…
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z
abs

log N
C IV

b
C IV

log N
Mg II

b
Mg II

log N
Mg I

log N
C II

log N
Fe II

log N
Si II

6.51511 13.25 ± 0.06 12 ± 8 < 13.0 – < 12.0 < 12.2 < 12.7 < 11.9
6.40671 < 13.1 – 12.8 ± 0.2 9 ± 6 < 11.6 13.4 ± 0.4 < 12.1 < 12.0
6.21845 < 13.2 – 12.57 ± 0.07 12 ± 9 < 11.7 – < 12.4 < 11.9
6.1711 13.67 ± 0.03 57 ± 6 13.4 ± 0.6 19 ± 5 < 11.7 – 12.7 ± 0.2 13.2 ± 0.4
5.79539 13.97 ± 0.03 40 ± 2 – – < 12.0 – < 11.5 – (?)
5.50793 < 12.7 – 13.37 ± 0.04 49 ± 5 – – 13.1 ± 0.1 13.5 ± 0.1
4.47260 – – 12.89 ± 0.04 13 ± 2 < 11.6 – < 11.7 –
2.80961 – – 12.81 ± 0.06 12 ± 4 < 11.7 – – –

Table 2. Intervening systems along the ULAS J1120+0641 line of sight. A dash ‘–’ indicates that the ion would occur outside of the range
probed by our spectrum. Upper limits are given for non-detections. b parameters of less than 15 km s�1 indicate that the absorption
feature is unresolved with X-Shooter. All column densities are in units of log(N cm�2).

z
abs

log N
N V

log N
C IV

log N
Si IV

7.06001 14.3 14.3 < 13.3
7.05540 13.7 13.8 13.3
7.05281 < 12.9 < 12.9 12.9
7.01652 13.1 < 13.0 < 12.6

Table 3. Associated systems near ULAS J1120+0641. Values of column densities, their errors and velocity are dependent on the adopted
fitting scheme – see Section 4.4.
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Figure 6. Column density distribution of C IV absorbers at
4.3 < z < 5.3 (blue, D’Odorico et al 2013), 5.4 < z < 6.2
(red, D’Odorico et al. 2013 and J1120 line of sight) and z > 6.2
(black, this work). Power-law fits are shown as dashed lines. Given
our pathlength and completeness, the detection of only a single
system in our data, with column density N

C IV

= 13.25 cm�2,
is marginally consistent with the column density distribution at
z ⇠ 5.5, but marginally inconsistent with the z ⇠ 4.5 distribution.

4.3 C IV

Previous C IV studies have shown a decline in the comoving
mass density of C IV between z = 1.5 and z = 3.5 (e.g.,
D’Odorico et al. 2010, Boksenberg & Sargent 2015), with a
possible acceleration of the decline from z = 4.5 to z = 5.5
(Becker et al. 2009, Ryan-Weber et al. 2009, Simcoe et al.
2011, D’Odorico et al. 2013). The column density distribu-
tion function of absorbers is well described by a power law
with a consistent slope across 1.5 < z < 5.5; however, the
normalisation of the power law falls by a factor of ⇠10 over
the same range (D’Odorico et al. 2013). This has been in-
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Figure 7. Mass fraction of C IV with redshift, including only
strong absorption systems (13.4 < logN(C IV) < 15.0). Our con-
straints are based on a single such system at z = 6.1711 with
logN(C IV) = 13.67 cm�2.

terpreted as the result of ongoing carbon enrichment in the
vicinity of the host galaxies (e.g., Oppenheimer & Davé,
2006) as well as a possible decline of the number of hard UV
ionising photons in the UVB at z >5.

We use the J1120 line of sight to assess whether the
observed decline in C IV continues at z > 6.2, the high-
est redshift probed by earlier surveys. Our C IV search
extends over 6.2 < z < 7.0, corresponding to �X = 4.0.
The detection of two intervening C IV systems in the lower-
redshift interval 5.2 < z < 6.2 is consistent with previous
number density estimates in the literature, but does not
provide significant additional constraints since that range
has been targeted by more extensive surveys in the past.
We find one C IV system at z = 6.515, however, with
logN = 13.25± 0.06, b = 12± 8 km s�1.

c� 0000 RAS, MNRAS 000, 000–000

Global mass density of C IV: 
declining rapidly?

?

From Bosman+ in prep 
See also Ryan-Weber+2009

Metals in the IGM with X-shooter at the VLT 1213

Table 2. UVES observations.

QSO zem Jmag Texp λcen " zC IV

(s) (Å)

J1030+0524 6.308 18.87 15 300 7940 4.757−5.394
22 600 814

J1306+0356 6.016 18.77 12 219 7940 4.527−5.459
6300 804
4277 814
9900 826

28 500 860
J1044−0125 5.7824 18.31 5400 7940 4.343−5.365

30 270 860

1.5 < z < 2.5
2.5 < z < 4.0
4.35 < z < 5.3
5.3 < z < 6.2

Figure 18. Comparison of the CDDF of C IV systems with 12.6 <

log N (C IV) < 15 in our sample (4.35 < z < 6.2) and in the lower red-
shift sample by D’Odorico et al. (2010) (1.5 < z < 4), where C IV lines
closer than 50 km s−1 have been merged. Both redshift ranges were split
into two smaller intervals: see the legend for the correspondence between
the symbol and redshift interval. The bin size in log N (C IV) cm−2 is 0.4
and the error bars are ±1 σ based on the number of points in each bin. The
lines are power laws of the form f (N) = BN−α fitting the four samples with
indices α = 1.41 ± 0.07, 1.65 ± 0.09, 1.75 ± 0.1 and 1.7 ± 0.2 in order of
increasing redshift. See the legend for the correspondence between the line
type and redshift interval.

two lower redshift samples are drawn from the same distribution is
significantly larger: P = 6 × 10−2.

6.1 Photoionization models

We have run a set of ionization models with version 10.00 of the
CLOUDY code, last described by Ferland et al. (1998). It is not con-
ceivable to constrain the whole set of parameters of a photoioniza-
tion model with just a few ionic transitions as in our case, due to the
high level of degeneracy between e.g. total metallicity and chemical
composition, or density and intensity of the ionizing flux. For this
reason, we decided to run a limited set of models with parameters
varying in reasonable ranges with the main aim of verifying that
their predictions were compatible with the observed ionic column

1.5 < z < 2.5
2.5 < z < 4.0
4.35 < z < 5.3
5.3 < z < 6.2

Figure 19. Same as Fig. 18 where the different redshift samples have been
fitted with a power law of the form f (N) = f (N0)(N/N0)−α and N0 = 1013.64.
In this case, the exponential indices are α = 1.29 ± 0.05, 1.43 ± 0.06,
1.62 ± 0.2 and 1.44 ± 0.3 in order of increasing redshift. See the legend for
the correspondence between the symbol type, line type and redshift interval.

Table 3. Values of %C IV for the X-shooter sample in two column
density ranges.

z range zmed "X Lines %C IV δ%

(× 10−8) (× 10−8)

13.4 ≤ log N (C IV) ≤ 15
4.35−5.30 4.818 19.21 30 1.4 0.3
5.30−6.20 5.634 19.53 12 0.84 0.33

13.8 ≤ log N (C IV) ≤ 15
4.35−5.30 4.802 19.21 9 0.65 0.22
5.30−6.20 5.706 19.53 5 0.61 0.32

densities. We chose the HM05 option in CLOUDY, which consists
of a UVB made by quasars and galaxies with a 10 per cent photon
escape fraction reprocessed by the IGM (Haardt & Madau 2001).
Two sets of models were run: one at z = 5.7 to represent our data
and one at z = 3 to represent the lower redshift sample. At each
redshift, we considered two overdensities, δ ≡ ρ/ρ0 − 1 = 10 and
100, where ρ is the IGM baryonic density and ρ0 is the mean density
at the considered redshift; two metallicities, [M/H] = −2 and −3,
although in some cases also the predictions for [M/H] = −1 are
plotted, and two H I column densities, log N(H I) = 16 and 18. In all
cases, solar relative abundances were adopted as a ground base. We
ran also models with a relative abundance [C/Si] = −0.2 as mea-
sured recently in metal-poor damped Lyman α systems (Cooke et al.
2011) and in z > 5 low-ionization absorption systems (Becker et al.
2012). The column densities of the interesting ions were changed by
multiplying the intensity of the UVB spectrum by a factor ranging
from 0.25 to 4 in steps of 0.25 (see Fig. 23).

Even assuming that C and Si are evolving in locksteps, their ratio
could be affected not only by the ionization condition of the gas but
also by the possible variation in the relative abundances of elements
with respect to solar. In order to isolate ionization effects, we have
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densities. We chose the HM05 option in CLOUDY, which consists
of a UVB made by quasars and galaxies with a 10 per cent photon
escape fraction reprocessed by the IGM (Haardt & Madau 2001).
Two sets of models were run: one at z = 5.7 to represent our data
and one at z = 3 to represent the lower redshift sample. At each
redshift, we considered two overdensities, δ ≡ ρ/ρ0 − 1 = 10 and
100, where ρ is the IGM baryonic density and ρ0 is the mean density
at the considered redshift; two metallicities, [M/H] = −2 and −3,
although in some cases also the predictions for [M/H] = −1 are
plotted, and two H I column densities, log N(H I) = 16 and 18. In all
cases, solar relative abundances were adopted as a ground base. We
ran also models with a relative abundance [C/Si] = −0.2 as mea-
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2011) and in z > 5 low-ionization absorption systems (Becker et al.
2012). The column densities of the interesting ions were changed by
multiplying the intensity of the UVB spectrum by a factor ranging
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Even assuming that C and Si are evolving in locksteps, their ratio
could be affected not only by the ionization condition of the gas but
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C IV at z > 5

C IV systems are certainly 
becoming more rare.

From Bosman+ in prep 
See also Ryan-Weber+2009

D’Odorico+2013

Modeling: z~5-6 C IV requires exceptionally strong feedback 
(Oppenheimer+2009; Finlator+2015; Keating 2016)

Comoving Mass Density
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Figure 8. Evolution of the line-of-sight number density of Mg ii absorbers.
The three panels give dn/dX for three ranges of λ2796 rest-frame equivalent
width. Triangles are from Nestor, Turnshek, & Rao (2005). Small circles are
from Seyffert et al. (2013). Large circles are from Chen et al. (in prepara-
tion). Dashed lines shows the mean dn/dX for the Nestor et al. (2005) and
Seyffert et al. (2013) data. For more details, see Chen et al. (in preparation).
Figure provided courtesy of R. Simcoe.

3.1.5 Summary of observations: enrichment versus
ionisation

Although observations of metals near the reionisation epoch
are still in an early phase, the results generally indicate
substantial metal enrichment in the interstellar and circum-
galactic environments of galaxies between z ∼ 6 and 5. The
buildup of metals is expected to correlate with the increase
in stellar mass density; however, changes in the ionisation
state of the metals must also play a role. For example, the
ratio of N(Si iv)/N(C iv) in C iv-selected systems tends to
increase with redshift, an indication that higher-redshift sys-
tems are tracing denser gas and/or a weaker ionising back-
ground (D’Odorico et al. 2013; Boksenberg & Sargent 2015).
The fact that the incidence of low-ionisation systems remains
roughly constant out to z ∼ 6, even while the number den-
sity of galaxies is declining with redshift also suggests that
the cross-sections of metal-enriched haloes that are largely
neutral may be increasing with redshift due to a declining
UVB (Becker et al. 2011b; Keating et al. 2014). Matejek
et al. (2013) also find evidence that Mg ii systems tend to
trace DLAs, which are predominantly neutral, with increas-
ing frequency towards higher redshifts. For high-ionisation
systems, shock heating may play a role in setting the ionisa-
tion state (Cen & Chisari 2011), along with the UVB.

3.2 The metal mass budget

We now examine in more detail what these observations tell
us about high-redshift galaxies and reionisation. First, we
ask whether the observed mass density of metals at z ∼ 6 is
consistent with expectations from the star-formation history
at higher redshifts. Following Pettini (1999), we can estimate
the global mass density of metals by multiplying the stellar
mass density by a nucleosynthetic yield derived from stel-
lar models (for similar calculations at lower redshifts, see
Peeples et al. 2014; Shull et al. 2014). We emphasise that
there are considerable uncertainties in the stellar mass den-
sity at these redshifts, the theoretical yields, and, as described
above, the measured metal mass densities. This exercise is
therefore intended only to give a rough insight into whether
the observed metals constitute a reasonable fraction of the
metals expected to be produced at z > 6.

The stellar mass density at z ∼ 6 for galaxies more massive
than 108 M⊙ is ρ∗ ∼ 6 × 106 M⊙ Mpc−3 (González et al.
2011), taking into account the correction factor of 1.6 sug-
gested by Stark et al. (2013) for contamination due to nebular
lines. Following Peeples et al. (2014), we adopt a total metal
yield of y = 0.030 for Type II supernovae, which should
dominate the metal production at these early times. The yields
of oxygen and carbon are taken as yO = 0.015 and yC =
0.0083, respectively. Using these values, we would expect
ρO ∼ 9 × 104 M⊙ Mpc−3 and ρC ∼ 5 × 104 M⊙ Mpc−3, or
#O ∼ 6 × 10−7 and #C ∼ 4 × 10−7. By comparison, the ob-
served mass densities are #O I ∼ 4 × 10−8 (Becker et al.
2011b) and #C II + #C IV ∼ 2 × 10−8 (Ryan-Weber et al.
2009; Becker et al. 2011b; Simcoe et al. 2011; D’Odorico
et al. 2013). The mass density sampled via metal absorption
lines is therefore only ∼5% of the expected total. This in-
dicates that the observed metals can easily be produced by
the known galaxies at these redshifts. Furthermore, it sug-
gests that a large fraction of the metals reside in phases not
easily probed by absorption lines. This includes the metals
re-accreted onto stars, in dense pockets of the interstellar
medium with small cross-sections, and in ionisation states
not directly measured by the available lines. These scenarios
are seen in numerical simulations of metal enrichment (e.g.
Oppenheimer et al. 2009; Cen & Chisari 2011; Finlator et al.
2015) Similar conclusions have also been reached at lower
redshifts (for a recent, more detailed accounting at z ∼ 0 see
Peeples et al. 2014).

3.3 Constraints on stellar populations

Although metal absorption lines provide only a tracer of the
total metal budget, their composition can nevertheless pro-
vide constraints on the nature of the stars that formed during
the reionisation epoch. At z ! 5.5, the Ly α forest becomes
too thick to measure H i column densities of individual ab-
sorbers (Section 2.1), which hinders direct metallicity mea-
surements. Relative abundances can still be inferred, how-
ever, particularly for low-ionisation systems where ionisation

PASA, 32, e045 (2015)
doi:10.1017/pasa.2015.45
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O I systems at z > 5.4
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Figure 12. Schematic representation of our survey results. The horizontal lines show the redshift interval surveyed for each QSO. Solid lines are for HIRES or MIKE
data. Dotted lines are for ESI data. Filled circles represent detected low-ionization systems. The inset shows the cumulative probability density function (CPDF) for
the survey path length, ∆X(z) (dashed line), and for the redshifts of the low-ionization systems (histogram).
(A color version of this figure is available in the online journal.)

identified by their strong H i absorption (e.g., DLAs). A system-
atic search for low-ionization lines independent of H i column
density, as we are forced to do here, has not been performed at
lower redshifts. We can estimate the number density of lower-
redshift low-ionization systems, however, by identifying the H i
column density where low-ionization lines, particularly O i, start
to appear. O i is ubiquitous among DLAs (log N (H i) ! 20.3;
e.g., Wolfe et al. 2005) and is also present in sub-DLAs down
to log N (H i) ≃ 19.0 (Dessauges-Zavadsky et al. 2003; Péroux
et al. 2007). Low-ionization lines are also seen in lower column
density systems. However, these tend to show very strong Si iv
and C iv absorption relative to Si ii and C ii (e.g., Prochaska &
Burles 1999; Prochter et al. 2010), which is not seen in our
systems (except, perhaps, for the z = 5.8865 system toward
SDSS J1630 + 4012, which may contain strong Si iv). We there-
fore conclude that our z ∼ 6 low-ionization systems are most
naturally compared to lower-redshift DLAs and sub-DLAs with
log N (H i) ! 19.0. A more objective comparison must await
either a blind survey for low-ionization metal lines at lower
redshifts, or a more complete characterization of the metal line
properties of sub-DLAs and lower column density systems. In
the following sections we generally compare our z ∼ 6 systems
to lower-redshift sub-DLAs, since they are more common than
DLAs and therefore more likely to make up the majority of our
high-redshift sample.

The number density of DLAs has been well established using
the large path length available from the Sloan Digital Sky Survey
(Prochaska & Wolfe 2009; Noterdaeme et al. 2009). Surveys
using higher-resolution spectra have meanwhile been used to
determine the number density of sub-DLAs (Péroux et al. 2005;
O’Meara et al. 2007; Guimarães et al. 2009). The net result
is that the total number of systems with log N (H i) ! 19.0
is ℓ(X) ≃ 0.3 over 3 < z < 5. This is very similar to
the number density of low-ionization systems we find over
5.3 < z < 6.4, which suggests that the number density of low-

ionization systems may be roughly constant over 3 < z < 6.
This contrasts to the total number density of optically thick
Lyman limits systems (log N (H i) ! 17.2), whose number
density per unit X increases by a factor of ∼ 2 from z ∼ 3
to 6 (Songaila & Cowie 2010). It also contrasts to the number
density of highly ionized metal absorption systems seen in C iv,
which declines by at least a factor of four from z ∼ 3 to
6 (Paper I).

4.1.1. Possible Redshift Evolution

A schematic representation of the redshifts of the detected
systems is shown in Figure 12. We also plot the cumulative
probability density function of the survey path length, ∆X(z)
(not adjusted for completeness), and for the redshifts of the
low-ionization systems. One peculiar feature is that all ten
of our systems lie at z ! 5.75, even though nearly 40%
of our path length is at lower redshifts. We performed a
Kolmogorov–Smirnov (K-S) test to determine whether the
distribution of absorption redshifts is consistent with our path-
length-weighted survey redshift distribution function. The test
returns a D statistic of 0.39, which would be larger in a
random sample of ten redshifts drawn from our survey path
only 7% of the time. The distribution appears more unusual
if we consider that, for a uniform distribution, the probability
that all ten systems would randomly occur at z > 5.75 is
only 0.7%. This ignores clustering, however. If we count only
one of the systems toward both SDSS J1148 + 5251 and SDSS
J0818 + 1722 (i.e., seven “groups” of systems, the maximum
effect of clustering), then the probability increases to 3%. We
note that completeness should not be a significant factor, as
our completeness is somewhat better below z = 5.75 than
above. Thus, there is evidence that the number density of
low-ionization systems may be increasing with redshift over
z ∼ 5 to 6. An expanded search at z < 5.7 would help to
clarify this.

9

The Astrophysical Journal, 735:93 (15pp), 2011 July 10 Becker et al.

Table 3
Column Densities for High-resolution Systems

QSO zabs log NSi ii log NO i log NC ii log NSi iv log NC iv

SDSS J0818 + 1722 5.7911 13.41 ± 0.03 14.54 ± 0.03 14.19 ± 0.03 <12.9 <13.4
SDSS J0818 + 1722 5.8765 12.78 ± 0.05 14.04 ± 0.05 13.62 ± 0.07 <12.6 <13.0
SDSS J1623 + 3112 5.8415 14.09 ± 0.02 >15.0 >14.3 <13.0 · · ·
SDSS J1148 + 5251 6.0115 13.51 ± 0.03 14.65 ± 0.02 14.14 ± 0.06 <12.7 <13.8
SDSS J1148 + 5251 6.1312 13.29 ± 0.06 14.79 ± 0.23 13.88 ± 0.15 <12.3 <13.2
SDSS J1148 + 5251 6.1988 12.12 ± 0.05 13.49 ± 0.13 12.90 ± 0.11 <12.9 <13.6
SDSS J1148 + 5251 6.2575 12.92 ± 0.08 14.12 ± 0.15 13.78 ± 0.21 <12.5 · · ·

Notes. Column densities were computed using the apparent optical depth method in all cases except the z = 6.1312 and 6.2575 systems toward SDSS
J1148 + 5251. For these system, column densities were measured using Voigt profile fits, for which Doppler parameters of b = 5.7 ± 1.0 km s−1 and
3.8 ± 0.3 km s−1, respectively, were returned.

Figure 4. Stacked velocity plot for the absorption systems at z = 6.0115 toward
SDSS J1148 + 5251 (Becker et al. 2006). Data covering the low-ionization lines
are from HIRES, while the data for Si iv and C iv are from NIRSPEC. Lines are
as in Figure 1. The absorption covering the blue-half of the C iv λ1548 region
is unrelated Fe ii at lower redshift.
(A color version of this figure is available in the online journal.)

where f is the oscillator strength, λ0 is the rest wavelength in
angstroms, and δvi is the velocity width of a pixel in km s−1. This
approach has the advantage that it does not require the absorption
to be decomposed into individual components. We integrated the
optical depths over the shaded regions in Figures 1–7. Prior to

Figure 5. Stacked velocity plot for the absorption systems at z = 6.1312 toward
SDSS J1148 + 5251 (Becker et al. 2006). Data covering the low-ionization lines
are from HIRES, while the data for Si iv and C iv are from NIRSPEC. Lines are
as in Figure 1.
(A color version of this figure is available in the online journal.)

measuring the low-ionization lines, we smoothed our spectra
by convolving the flux with a Gaussian kernel whose FWHM
is equal to one-half of the instrumental resolution. This takes
advantage of the fact that the spectra are known to have a
finite resolution, which is roughly three pixels for our choice of
binning. Mild smoothing prevents individual noisy pixels with
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Evolution?  Yes.  (Probably.)

O I systems at z > 5.4

Number density off neutral metal 
absorbers appears to suddenly 
increase at z > 5.7 (>99% conf).
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The IGM and CGM are in transition at z~5.5-6
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Can this all be explained by a declining UVB, or are we 
witnessing the end stages of reionization?
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Figure 3. Inference results in the context of the patchy and smooth models
described in the text. The parameter ϵ describes the change of the Lyα equivalent
width distribution between z ∼ 6 and z ∼ 8. In the patchy model, at any given
equivalent width, only a fraction ϵp of the sources that are emitting at z ∼ 6
are found to be emitters at z ∼ 8. In the smooth model, the emission of each
source is suppressed by a factor ϵs . The evidence ratio Zp/Zs is inconclusive
and does not favor any of the two models. The results shown are based on the
eight objects in the primary MOSFIRE sample presented here as well as the
three spectra analyzed by Treu et al. (2012).
(A color version of this figure is available in the online journal.)

and z ∼ 8. The 68% credible intervals, obtained by integrating
the posterior, are ϵp < 0.31 and ϵs < 0.28, i.e., Lyα emission
from LBGs is less than one-third of the value at z ∼ 6. The
parameters ϵp and ϵs can be physically interpreted to be the
average excess optical depth of Lyα with respect to z ∼ 6, i.e.,
⟨e−τLyα ⟩. As expected for a sample of non-detections, the data are
insufficient to distinguish between the two models. We will thus
refer primarily to the patchy model for easier comparison with
previous work (this is the model implicitly assumed by Fontana
et al. 2010; Pentericci et al. 2011; Ono et al. 2012; Schenker
et al. 2012).

Before discussing the interpretation of our findings, we need
to consider the role of contamination. The parameter ϵp relates
the number of LBG-selected galaxies with Lyα emission at
z ∼ 8 to the same quantity at z ∼ 6. In order to transform this
into a Lyα optical depth, one has to account for the fraction of
contaminants in both samples:

nLyα,z=8 = ϵpnLyα,z=6
1 − f6

1 − f8
, (6)

where f6 and f8 are the fraction of contaminants in the z ∼ 6 and
z ∼ 8 LBG-selected samples, respectively. A simple estimate of
the number of contaminants can be obtained from the posterior
probability distribution functions of the photometric redshifts
and by computing the total probabilities that the source is
outside the fiducial window. This probability is low and does
not change our conclusions in any significant way: Stark et al.
(2011) estimate f6 < 0.1 with this method, while for our
method it is in the range 0.1–0.2 and already taken into account
by our formalism as described by Treu et al. (2012). A more
insidious form of contaminants is represented by the “unknown
unknowns,” like the faint emission line objects discussed above.

Figure 4. Evolution of the fraction of LBGs with Lyα > 25 Å equivalent
width (rest frame) for bright (filled red symbols) and faint galaxies (open black
symbols). Triangles are taken from Stark et al. (2011) and Schenker et al. (2012),
pentagons from Mallery et al. (2012), and the circle is from Curtis-Lake et al.
(2012). The squares at z ∼ 7 are taken from Treu et al. (2012) and are based
on a compilation of data (Fontana et al. 2010; Vanzella et al. 2011; Pentericci
et al. 2011; Ono et al. 2012; Schenker et al. 2012). The upper limits at z ∼ 8
are from this Letter. The lower and higher horizontal bars on the upper limits
at z ∼ 8 describe the range of uncertainty stemming from contaminants in the
photometrically selected LBG sample.
(A color version of this figure is available in the online journal.)

In the case of BoRG, this additional contribution is estimated
to be f8 ∼ 0.2, (bringing the total to 0.33–0.42; Bradley et al.
2012). In the case of the i-dropouts selected from GOODS (Stark
et al. 2011), the additional contamination is probably somewhat
less, given the higher quality of the dithering strategy and larger
number of blue bands available. To be conservative, we thus
consider the ratio (1 − f6)/(1 − f8) to be in the range 1–1.25,
that is, from equal contamination—after accounting for known
losses inferred from photo-zs—to higher contamination in the
z ∼ 8 sample.

With this estimate in hand, we can proceed to compute
the fraction of LBGs with Lyα emission above the standard
threshold of 25 Å equivalent width. Our measurement at z ∼ 8
is shown in Figure 4 together with data from the literature at
lower redshift (see the figure caption). In the patchy model,
the fractions for Y-dropouts are <0.07–0.08 for galaxies with
MUV < −20.25 and <0.17–0.21 for galaxies fainter than
this limit (the two numbers are for minimal and maximal
contamination). In the smooth model, the same fractions are
<0.03–0.05 and 0.06–0.12. Note that these bounds include the
uncertainty on the z ∼ 6 fraction and thus the uncertainties
on the points beyond z ∼ 6 are correlated. If the fractions at
z ∼ 6 move up or down, so do the points at higher redshift,
but the trend will remain the same. Even considering the more
conservative upper limits from the patchy model, the drop in
the fraction of Lyα emitters amongst LBG in just 300 Myr is at
least a factor of ∼3.

There are three possible explanations for our finding, ranging
from the mundane to the very interesting. The first and most
mundane explanation is that samples of Y-dropouts suffer
from a much higher rate of contamination than similar LBG
samples at lower redshift. A breakdown of the Lyman break
technique could occur if there were exotic populations of
galaxies that are missing from our current templates and models
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Image credit: Todd Tripp, phys.org 
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Next steps for reionization metals 
- More QSO lines of sight at z > 6 (in 

prep from multiple groups) 
- Galaxy-absorber pairs 

- Preliminary work with HST + 
ground-based spectroscopy 

- Detailed work with JWST



Summary

• Metal absorption lines are a powerful tool to constrain galaxy 
evolution at all redshifts. 

• Surveys for metals at z > 5 are rapidly expanding, largely due 
to new instrumentation.   

• Trends in metal lines, along with other observations, point to a 
rapidly evolving IGM/CGM near z~5.5-6 — a highly 
observable epoch for joint galaxy/CGM/IGM studies. 

• Strong constraints on feedback in reionization galaxies will 
come from studying galaxy-absorber pairs at z > 5.


