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Sub-millimetre galaxies

High-z galaxies (z>1) with 
large infrared luminosities 
presumably powered by 

intense star formation 
(>100 Msun/yr) 

Likely progenitors of local 
ellipticals 

Link to AGN/black hole 
growth/feedback

Arp 220 
(local ULIRG)

1 mJy

First discovered with SCUBA at 850µm 
(Smail+97, Hughes+98, Barger+98) 

Fnu(850µm) > 1 mJy

SCUBA map of the HDFN 
(Hughes+98)

~200 arcsec

FWHM ~15’’



Models of SMG 
formation/evolution in 

a cosmological 
context

Observations / SEDs

Physical properties 
(stellar mass, SFR, 

age, ISM properties)  SED modelling 
    - dust extinction 
    - star formation histories (age)  
    - degeneracies

 counterpart identification 
   - SMGs are optically faint 
   - large beam of single-dish observations

Main uncertainties in constraining 
the physical properties of SMGs:

ALMA

MAGPHYS
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spirals pattern. OTF maps were done with a scanning velocity of
2 arcmin s−1 and a spacing orthogonal to the scanning direction
of 1′. For the spiral mode, the telescope traces in two scans
spirals with radii between 2′ and 3′ at 16 and 9 positions (the
raster) spaced by 10′ in azimuth and elevation (see Figure 9 in
Siringo et al. 2009 for a plot of this scanning pattern). The radii
and spacings of the spirals were optimized for uniform noise
coverage across the 30′ × 30′ region, while keeping telescope
overheads at a minimum. The scanning speed varies between 2
and 3 arcmin s−1, modulating the source signals into the useful
post-detection frequency band (0.1–12.5 Hz) of LABOCA,
while providing at least three measurements per beam at the
data rate of 25 samples per second even at the highest scanning
velocity.

Absolute flux calibration was achieved through observations
of Mars, Uranus, and Neptune as well as secondary calibrators
(V883 Ori, NGC 2071 and VY CMa) and was found to be
accurate within 8.5% (rms). The atmospheric attenuation was
determined via skydips every ∼2 hr as well as from independent
data from the APEX radiometer which measures the line-of-
sight water vapor column every minute (see Siringo et al. 2009,
for a more detailed description). Focus settings were typically
determined a few times per night and checked during sunrise
depending on the availability of suitable sources. Pointing was
checked on the nearby quasars PMNJ0457-2324, PMNJ0106-
4034, and PMNJ0403-3605 and found to be stable within
3′′ (rms).

The data were reduced using the Bolometer array data
Analysis software (BoA; F. Schuller et al. 2009, in preparation).
Reduction steps on the time series (time-ordered data of each
bolometer) include temperature drift correction based on two
“blind” bolometers (whose horns have been sealed to block
the sky signal), flat fielding, calibration, opacity correction,
flagging of unsuitable data (bad bolometers and/or data taken
outside reasonable telescope scanning velocity and acceleration
limits) as well as de-spiking. The correlated noise removal was
performed using the median signal of all bolometers in the
array as well as on groups of bolometers related by the wiring
and in the electronics (see Siringo et al. 2009). After the de-
correlation, frequencies below 0.5 Hz were filtered using a noise
whitening algorithm. Dead or noisy bolometers were identified
based on the noise level of the reduced time series for each
detector. The number of useful bolometers is typically ∼250.
The data quality of each scan was evaluated using the mean
rms of all useful detectors before correcting for the atmospheric
attenuation (which effectively measures the instrumental noise
equivalent flux density (NEFD)) and based on the number of
spikes (measuring interferences). After omitting bad data we
are left with an on-source integration time of ∼200 hr. Each
good scan was then gridded into a spatial intensity and a
weighting map with a pixel size of 6′′ ×6′′. This pixel size (∼1/
3 of the beam size) well oversamples the beam and therefore
accurately preserves the spatial information in the map. Weights
are calculated based on the rms of each time series contributing
to a certain grid point in the map. Individual maps were coadded
noise-weighted. The resulting map was used in a second iteration
of the reduction to flag those parts of the time streams with
sources of a signal-to-noise ratio (S/N) >3.7σ . This cutoff
is defined by our source extraction algorithm. The reduction
with the significant sources flagged guarantees that the source
fluxes are not affected by filtering and baseline subtraction and
essentially corresponds to the very same reduction steps that
have been performed on the calibrators.

Figure 1. Flux (top) and signal-to-noise (bottom) map of the ECDFS at a spatial
resolution of 27′′ (beam smoothed). The white box shows the full 30′ × 30′

of the ECDFS as defined by the GEMS project. The white contour shows the
1.6 mJy beam−1 noise level that has been used to define the field size for source
extraction yielding a search area of 1260 arcmin2. The circles in the top panel
indicate the location of the sources listed in Table 1.
(A color version of this figure is available in the online journal.)

To remove remaining low-frequency noise artifacts we con-
volved the final coadded map with a 90′′ Gaussian kernel and
subtracted the resulting large-scale structures (LSSs) from the
unsmoothed map. The convolution kernel has been adjusted to
match the low-frequency excess in the map. This step is effec-
tively equivalent to the low-frequency behavior of an optimal
point-source (Wiener) filtering operation (Laurent et al. 2005).
The effective decrease of the source fluxes (∼5%) for this well-
defined operation has been taken into account by scaling the
fluxes accordingly. Finally the map was beam smoothed (con-
volved by the beam size of 19.′′2) to optimally filter the high
frequencies for point sources. This step reduces the spatial res-
olution to ≈27′′. The signal and signal to noise presentations of
our final data product is shown in Figure 1.

To ensure that above reduction steps do not affect the flux
calibration of our map, we performed the same reduction
steps on simulated time streams with known source fluxes and
artificial correlated and Gaussian noise. These tests verified that

The LESS survey
LABOCA 870µm map of the ECDF-S (Weiss+2009)

Largest, deepest and 
most homogenous blind 
870µm survey ever made 

rms~1.2 mJy/beam 

126 SMGs detected 
above 3.7sigma 



Hodge+2013 

 30 to 50% of sources resolve into multiple SMGs 
 previous statistical methods missed ~45% of counterparts 
 statistically reliable survey of SMGs - unbiased multi-wavelength study

ALESS: pin-pointing SMG positions with ALMA
ALMA Cycle 0 follow-up of 126 SMGs identified in the LESS 
survey (Karim et al. 2012, Hodge et al. 2013).
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Table 6. Best-fitting model model parameter values for the final six candidate high-redshift objects. The values for the physical parameters,

and the value of minimum χ2 is given for both the putative high-redshift (low AV ) and the moderate-redshift (high AV ) solution in each

case. The locations of these solutions on the AV –z plane are illustrated in Fig. 5.

Source RA (J2000) Dec. (J2000) zest (1σ range) Model type χ2 Age AV Mass

(h m s) (◦ ′ ′′) (Gyr−1) (1011 M⊙)

1865 03 32 12.87 −27 46 40.9 5.02 (4.87–5.17) Burst 8.82 0.56 0.0 6.0

1.75 (1.55–1.95) Burst 5.20 0.13 3.6 0.9

2336 03 32 25.25 −27 52 30.3 6.22 (6.07–6.45) Burst 12.73 0.56 0.0 16.6

2.20 (1.85–2.35) Burst 4.80 0.13 3.6 2.0

2507 03 32 19.67 −27 46 02.0 4.87 (4.72–5.10) Burst 2.20 0.57 0.8 11.2

1.85 (1.55–2.30) τ = 15 Gyr 2.43 0.20 4.8 0.8

2958 03 32 42.08 −27 41 41.3 6.07 (4.95–6.30) Burst 1.49 0.63 0.2 15.8

2.05 (1.75–2.40) Burst 3.03 0.18 4.6 1.9

3048 03 32 19.57 −27 41 39.9 4.87 (4.72–5.10) Burst 5.83 0.31 1.2 5.9

2.45 (2.10–2.80) τ = 0.3 Gyr 2.39 0.07 3.6 0.4

3088 03 32 39.13 −27 51 05.0 6.00 (5.85–6.37) Burst 14.14 0.40 0.0 2.8

1.90 (1.65–2.00) Burst 12.46 0.20 2.8 0.6

Figure 5. Likelihood contours illustrating the location of acceptable fits on the AV –z plane for the six objects in our GOODS-South sample with putative

redshifts z > 4. Allowing for large values of extinction, it can be seen that, for all six objects, alternative solutions exist at z ≃ 2. Contours are shown at intervals

of $χ2 = 1, 4, and 9 above the minimum value of χ2. The best-fitting values of the model parameters for both the high-redshift and the low-redshift solutions

are given in Table 6.

mid-IR wavelengths strongly supports the lower redshift dusty solu-

tions for these objects (we note that HUDF-JD2 was also detected at

24 µm; Mobasher et al. 2005). Thirdly, our own re-analysis of

HUDF-JD2, and the discrepancy between the GOODS-MUSIC red-

shift estimates and our own results for several of these putative

high-redshift galaxies, serves to demonstrate just how sensitive any

conclusion in favour of z > 4 can be to the treatment of marginal

and non-detections in the optical wavebands. As demonstrated by

Fig. 1, this is a much less serious issue for young/blue high-redshift

candidates for which an acceptable lower-redshift dust-obscured
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Dunlop+2007

 SFH is usually unknown 

 redshift, age, dust and 
metallicity have very similar 
effect on the broad-band 
SEDs

Hainline+2010 
see also Michalowski+2014

Degeneracies in optical SEDs



Publicly available at www.iap.fr/magphys 

Interprets UV-to-IR SEDs using energy balance technique

Modelling the SEDs - the MAGPHYS code 
da Cunha, Charlot & Elbaz (2008) 

HIGHZ extension: 

High redshift (new SFHs, IGM absorption)


Allow for higher dust optical depths


Radio continuum emission


(Photometric redshifts)

http://www.iap.fr/magphys


radio continuum component:

radio/far-IR correlation; fixed 

thermal/non-thermal contributions
dust-attenuated stellar emission: 

- Bruzual & Charlot models, fixed Chabrier IMF

- range of star formation histories

- range of metallicities

- two-component dust model (Charlot & Fall 2000)

dust emission: 
- varying contribution 

by different dust 
components: PAHs, 
mid-IR continuum, 
dust in thermal 
equilibrium


- range of temperatures

- energy balance (da 

Cunha et al. 2008)

IGM 
absorption

Anatomy of a MAGPHYS galaxy SED



Statistical constraints on physical parameters

robust 
parameter 
estimate + 
error bar!

redshifts 



Simpson+14 (Hyper-z fit)

ALESS009.1: MAGPHYS fit

Example SED fit: ALESS009.1

The Astrophysical Journal, 788:125 (43pp), 2014 June 20 Simpson et al.

Figure 14. Photometry and best-fit spectral energy distribution for all 96 ALESS SMGs we consider in this study. Data points and errors are observed photometry, and
arrows indicate 3σ detection limits. Although we present the photometry for all sources, only redshifts derived from !4 photometric detections are considered in our
results. In the inset panel in each plot we show the χ2 distribution as a function of redshift and indicate the best-fit photometric redshift with a solid line. The hatched
region shows the uncertainty on the derived redshift. Secondary redshifts are returned by hyperz when a secondary minimum has a >10% probability of being true,
based on the reduced χ2, and where appropriate these are indicated with a green dashed line.
(A color version of this figure is available in the online journal.)
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Hyper-z fit (Simpson+2014)



Optical only

IR/radio only

ALESS009.1: parameter likelihood distributions



Comparison with Simpson+14 photo-z results which used only optical/NIR information

MAGPHYS photometric redshifts



 redshift distribution consistent with previous estimates 
 optically-faint SMGs tend to have higher redshifts

Stacked redshift likelihood distributions



stellar mass star formation rate specific star formation rate

mass-weighted stellar age average dust optical depth mass-to-light ratio

dust luminosity dust temperature dust mass

Properties of the population of ALESS SMGs



…are they extreme starbursts or just the high-mass end of the main 
sequence of star formation?

49% significantly above the main sequence. 27% significantly above the main sequence.

Our results suggest that SMGs may not be a uniform galaxy population 
(as suggested by e.g. Hayward+2011,2012).

Are the ALESS SMGs on the `main sequence’?



Update of the MAGPHYS code which allows us to fit simultaneously the UV-
to-radio SEDs of an unbiased sample of SMGs. 

 We obtain statistical estimates of physical properties & redshifts 
simultaneously, accounting for degeneracies. Uncertainties in redshift are 
naturally included in the uncertainties of other physical parameters (and vice-
versa). 

 The physical properties of the SMGs resemble those of local ULIRGs: high 
SFRs, large dust content (does not necessarily mean same/similar physical 
processes are happening). 

 22 “optically-faint” SMGs are likely to be at higher redshifts than optically-
bright sources; also higher dust attenuation which could imply edge-on or very 
compact sources. 

 Regarding their position with respect to the “main sequence” of star-forming 
galaxies, the ALESS SMGs are a mixed population.

Summary & Conclusions


