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Galaxy formation

Basic paradigm

Aims:

•How do galaxies form?
•How do they evolve?
•Which physical processes operate?

•Dark haloes form
•Cool(ed) gas forms discs
•Discs fragment to form stars

Multi-scale/complex/rich problem
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•Simulations follow evolution
•Physical understanding
•Which modelling needs improving?

Motivation
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Multi-scale/complex/rich problem
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Observed distribution of galaxies

Anglo-Australian 2-degree field 
redshift survey CfA survey
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Millennium simulation + semi-analytical model
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Gravitational build-up of dark 
matter structures is “solved” 

problem

Nature, 2005

Nature, 2008
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The abundance of haloes as function of mass 
(and redshift) is known
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Springel+05,Heitmann+13,
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How do galaxies form inside their halo?

White & Rees ‘78
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Too hot to 
cool?

Abundance matching

Reed+07

Baldry+12
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Dark halos
(const M/L)

galaxies

Feedback or gastrophysics is key

Halo mass function and galaxy luminosity 
functions have very different shapes

Benson+
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EAGLE project

Leiden:

HITS: 

MPE

ICC

Chicago

Liverpool

MPA

HITS

ICC-Durham

Dirac 2
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Star formation

Stellar evolution

subgrid physics added to Gadget-3

Z+J(nu) dependent cooling

Galactic winds AGN feedback

18



Tom Theuns

Commercial break: your talk will 
continue in 20 seconds
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1. Element-by-element cooling (and 
heating) in the presence of UV/X-ray 
background

Without ionizing background

With ionizing background
from gals & AGN

Wiersma et al ‘08
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ΣSFR ∝ Σn

gas (n = 1.4 ± 0.15)

2. Star formation implementation
  (and the origin of the Kennicutt-Schmidt law)

Kennicutt ‘98

Local: same galaxy
Global: different galaxies

Calzetti et al
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Star formation guarantees the 
simulated galaxies follow the imposed 

Kennicutt-Schmidt law

Schaye 04
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3. Implementation of winds:

Schaye & Dalla Vecchia 08, 12

Springel, Kay+, Scanapiecco+,Oppenheimer+,Kawata+,Tornatore+,Teyssier+
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Evidence for galactic winds:

At high z: Pettini et al 02

At low z: M82

In absorption
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Supernova feedback leads to 
expulsion of gas out of 
galaxy

GIMIC simulation

Dark halos
(const M/L)

galaxies
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4. Stellar evolution

•Stellar initial initial mass function (Chabrier)
•Stellar lifetimes
•Luminosities (BC models)
•Stellar yields
•Type I SNe
•Type II SNe
•AGB stars

Few+12, Tornatore+07,Oppenheimer
+06,Kawata+13,Scannapieco+09
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Dark matter haloes determine the masses of supermassive
black holes

C. M. Booth1! and Joop Schaye1
1Leiden Observatory, Leiden University, PO Box 9513, 2300 RA Leiden, the Netherlands

16 February 2010

ABSTRACT

The energy and momentum deposited by the radiation from accretion flows onto the
supermassive black holes (BHs) that reside at the centres of virtually all galaxies
can halt or even reverse gas inflow, providing a natural mechanism for supermassive
BHs to regulate their growth and to couple their properties to those of their host
galaxies. However, it remains unclear whether this self-regulation occurs on the scale
at which the BH is gravitationally dominant, on that of the stellar bulge, the galaxy,
or that of the entire dark matter halo. To answer this question, we use self-consistent
simulations of the co-evolution of the BH and galaxy populations that reproduce the
observed correlations between the masses of the BHs and the properties of their host
galaxies. We first confirm unambiguously that the BHs regulate their growth: the
amount of energy that the BHs inject into their surroundings remains unchanged
when the fraction of the accreted rest mass energy that is injected, is varied by four
orders of magnitude. The BHs simply adjust their masses so as to inject the same
amount of energy. We then use simulations with artificially reduced star formation
rates to demonstrate explicitly that BH mass is not set by the stellar mass. Instead,
we find that it is determined by the mass of the dark matter halo with a secondary
dependence on the halo concentration, of the form that would be expected if the halo
binding energy were the fundamental property that controls the mass of the BH. We
predict that the black hole mass, mBH, scales with halo mass as mBH ∝ m

α

halo
, with

α ≈ 1.55 ± 0.05 and that the scatter around the mean relation in part reflects the
scatter in the halo concentration-mass relation.

Key words: Cosmology: Theory – Galaxies: Active – Galaxies: Evolution – Galaxies:
Formation – Hydrodynamics – Galaxies: Quasars: General

1 INTRODUCTION

Almost all massive galaxies are thought to contain a
central supermassive black hole (BH) and the proper-
ties of these BHs are tightly correlated with those of
the galaxies in which they reside (e.g. Magorrian et al.
1998; Ferrarese & Merritt 2000; Gebhardt et al. 2000;
Tremaine et al. 2002; Häring & Rix 2004; Hopkins et al.
2007b; Ho 2008). It is known that most of the mass of
the BHs is assembled via luminous accretion of matter
(Soltan 1982). The energy emitted by this process pro-
vides a natural mechanism by which BHs can couple
their properties to those of their host galaxies. Ana-
lytic (e.g. Silk & Rees 1998; Haehnelt et al. 1998; Fabian
1999; Adams et al. 2001; King 2003; Wyithe & Loeb
2003; Murray et al. 2005; Merloni & Heinz 2008), semi-
analytic (e.g. Kauffmann & Haehnelt 2000; Cattaneo 2001;

! E-mail: booth@strw.leidenuniv.nl (CMB)

Granato et al. 2004; Bower et al. 2006) and hydrody-
namical (e.g. Springel et al. 2005; Di Matteo et al. 2005;
Robertson et al. 2006; Sijacki et al. 2007; Hopkins et al.
2007a; Di Matteo et al. 2008; Okamoto et al. 2008;
Booth & Schaye 2009) studies have used this coupling
between the energy emitted by luminous accretion and the
gas local to the BH to investigate the origin of the observed
correlation between BH and galaxy properties, and the
buildup of the supermassive BH population.

BHs are expected to regulate the rate at which they ac-
crete gas down to the scale on which they are gravitationally
dominant. For example, gas flowing in through an accretion
disk can become so hot that its thermal emission becomes
energetically important. Scattering of the photons emitted
by the accreting matter by free electrons gives rise to the
so-called Eddington limit. If the accretion rate exceeds this
limit, which is inversely proportional to the assumed radia-
tive efficiency of the accretion disk, then the radiative force
exceeds the gravitational attraction of the BH and the in-
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flow is quenched, at least within the region that is optically
thin to the radiation.

However, observations indicate that the time-averaged
accretion rate is far below Eddington (Kollmeier et al.
2006), suggesting the presence of processes acting on larger
scales. Indeed, the existence of tight correlations between
the mass of the BH and the properties of the stellar bulge
indicates that self-regulation may happen on the scale of the
bulge (∼ 1 kpc; Adams et al. 2001; Hopkins et al. 2007a),
far exceeding the radius within which the BH is gravi-
tationally dominant. However, since galaxy-wide processes
such as galaxy mergers can trigger gas flows into the bulge
(Sanders et al. 1988; Mihos & Hernquist 1994), it is conceiv-
able that BHs could regulate their growth on the scale of the
entire galaxy (∼ 10 kpc; Haehnelt et al. 1998; Fabian 1999;
Wyithe & Loeb 2003) or even on that of the DM haloes host-
ing the galaxies (∼ 102 kpc; Silk & Rees 1998; Ferrarese
2002). Finally, it is possible, perhaps even likely, that self-
regulation takes place simultaneously on multiple scales. For
example, frequent, short, Eddington-limited outbursts may
be able to regulate the inflow of gas on the scale of the bulge
averaged over much longer time scales.

In this paper we investigate, using self-consistent sim-
ulations of the co-evolution of the BH and galaxy popula-
tions, on what scale the self-regulation of BHs takes place.
In Sec. 2 we describe the numerical techniques and simula-
tion set employed in this study. In Sec. 3 we demonstrate
that BH self-regulation takes place on the scale of the DM
halo, and that the BH mass is determined by the binding
energy of the DM halo rather than by the stellar mass of the
host galaxy. Throughout we assume a flat ΛCDM cosmology
with the cosmological parameters: {Ωm,Ωb,ΩΛ,σ8, ns, h} =
{0.238, 0.0418, 0.762, 0.74, 0.951, 0.73}, as determined from
the WMAP 3-year data (Spergel et al. 2007).

2 NUMERICAL METHODS

We have carried out a set of cosmological simulations us-
ing Smoothed Particle Hydrodynamics (SPH). We employ a
significantly extended version of the parallel PMTree-SPH
code gadget iii (last described in Springel 2005), a La-
grangian code used to calculate gravitational and hydrody-
namic forces on a particle by particle basis. The initial par-
ticle positions and velocities are set at z = 127 using the
Zeldovich approximation to linearly evolve positions from
an initially glass-like state.

In addition to hydrodynamic forces, we treat star for-
mation, supernova feedback, radiative cooling, chemody-
namics and black hole accretion and feedback, as described
in Schaye & Dalla Vecchia (2008), Dalla Vecchia & Schaye
(2008), Wiersma et al. (2009a), Wiersma et al. (2009b) and
Booth & Schaye (2009) (hereafter BS09) respectively. For
clarity we summarize here the essential features of the BH
model, which is itself a substantially modified version of that
introduced by Springel et al. (2005).

2.1 The black hole model

Seed BHs of mass mseed = 10−3mg – where mg is the simu-
lation gas particle mass – are placed into every DM halo that
contains more than 100 DM particles and does not already

contain a BH particle. Haloes are identified by regularly run-
ning a friends-of-friends group finder on-the-fly during the
simulation. After forming, BHs grow by two processes: accre-
tion of ambient gas and mergers. Gas accretion occurs at the
minimum of the Eddington rate, ṁEdd = 4πGmBHmp/εrσTc
and ṁaccr = α4πG2m2

BHρ/(c
2
s+v2)3/2, where mp is the pro-

ton mass, σT is the Thomson cross-section, c is the speed of
light, cs and ρ are the sound speed and density of the local
medium, v is the velocity of the BH relative to the ambi-
ent medium, and α is a dimensionless efficiency parameter.
The parameter α, which was set to 100 by Springel et al.
(2005), accounts for the fact that our simulations possess
neither the necessary resolution nor the physics to accu-
rately model accretion onto a BH on small scales. Note that
for α = 1 this accretion rate reduces to the so called Bondi-
Hoyle (Bondi & Hoyle 1944) rate.

As long as we resolve the scales and physics relevant
to Bondi-Hoyle accretion, we could set α = 1. If a simula-
tion resolves the Jeans scales in the accreting gas then it
will also resolve the scales relevant for Bondi-Hoyle accre-
tion onto any BH larger than the simulation mass resolution
(BS09). We therefore generally set α equal to unity. How-
ever, this argument breaks down in the presence of a multi-
phase interstellar medium, because our simulations do not
resolve the properties of the cold, molecular phase, and as
such the accretion rate may be orders of magnitude higher
than the Bondi-Hoyle rate predicted by our simulations for
star-forming gas. We therefore use a power-law scaling of the
accretion efficiency such that α = (nH/n∗

H)
β in star-forming

gas, where n∗
H = 0.1 cm−3 is the critical density for the for-

mation of a cold, star-forming gas phase. The parameter β
is a free parameter in our simulations. We set β = 2, but
note that the results shown here are insensitive to changes
in this parameter when β ! 2 (see BS09), because in that
case the growth of the BHs is limited by feedback.

Energy feedback is implemented by allowing BHs to in-
ject a fixed fraction of the rest mass energy of the gas they
accrete into the surrounding medium. The energy deposition
rate is given by

Ė = εfεrṁaccrc
2 =

εfεr
1− εr

ṁBHc
2 , (1)

where εr is the radiative efficiency of the BH, ṁaccr is the
rate at which the BH is accreting gas, and ṁBH is the rate
of BH mass growth.

We set εr to be 0.1, the mean value for ra-
diatively efficient accretion onto a Schwarzschild BH
(Shakura & Sunyaev 1973). We vary εf but use εf = 0.15 as
our fiducial value. It was shown in BS09 that, for εf = 0.15,
simulations identical to these reproduce the observed red-
shift zero mBH −m∗ and mBH − σ relations, where σ is the
one-dimensional velocity dispersion of the stars and m∗ is
the galaxy stellar mass. Energy is returned to the surround-
ings of the BH ‘thermally’, that is, by increasing the tem-
perature of Nheat of the BH’s neighbouring SPH particles by
at least ∆Tmin. A BH performs no heating until it has built
up enough of an energy reservoir to heat by this amount.
The use of an energy reservoir is necessary in these simula-
tions as otherwise gas will be able to radiate away the energy
every timestep. Imposing a minimum temperature increase
ensures that the radiative cooling time is sufficiently long
for the feedback to be effective. In our fiducial model we set
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energy from accreting BH 
injected into surrounding gas

BH accretion rate

The masses of supermassive black holes 3

Table 1. Numerical parameters of the simulations. From left to
right: Simulation identifier, comoving box size (Mpc/h), number
of both gas and DM particles, final redshift, gas particle mass
(107 M!/h), DM particle mass (107 M!/h), maximum physical
gravitational softening (kpc/h). Each simulation was run multiple
times using different values of εf .

Name L npart zf mg mDM εmax,phys

L050N256 50.0 2563 0 8.7 41.0 2.0
L050N128 50.0 1283 0 69.6 328.0 4.0
L012N256 12.5 2563 2 0.1 0.6 0.5

Nheat = 1 and ∆Tmin = 108 K but the results are insensitive
to the exact values of these parameters (see BS09).

2.2 The simulation set

The simulations employed in the current work use cubic
boxes of size 12.5 and 50 comoving Mpc/h and assume
periodic boundary conditions. Each simulation contains ei-
ther 1283 or 2563 particles of both gas and collisionless cold
DM. Comoving gravitational softenings are set to 1/25 of
the mean interparticle separation down to z = 2.91, below
which we switch to a fixed proper scale. The 12.5 Mpc/h
(50 Mpc/h) boxes are evolved as far as redshift two (zero).
The numerical parameters of the simulations used in this
study are summarized in Table 1. All results presented in
this letter are derived from the 50.0 Mpc/h, 2563 particle
simulations, with the other box sizes and particle numbers
employed to demonstrate numerical convergence.

3 RESULTS AND DISCUSSION

It is instructive to first consider under what conditions BHs
can regulate their growth. To regulate its growth on a mass
scale Msr, a BH of mass mBH must be able to inject en-
ergy (or momentum) at a rate that is sufficient to counter-
act the force of gravity on the scale Msr, averaged over the
dynamical time associated with this scale. The mass Msr

could, for example, correspond to that of the BH, the stel-
lar bulge, or the dark matter (DM) halo. If the BH cannot
inject energy sufficiently rapidly, then gravity will win and
its mass will increase. Provided that the maximum rate at
which it can inject energy increases with mBH (as is for ex-
ample the case for Bondi-Hoyle and Eddington-limited ac-
cretion with a constant radiative efficiency) and provided
that this rate increases sufficiently rapidly to counteract the
growth of Msr, the BH will ultimately reach the critical mass
mBH,crit(Msr) required to halt the inflow on the scale Msr. If,
on the other hand, mBH ! mBH,crit(Msr), then the BH will
quickly quench the accretion flow and its mass will conse-
quently remain nearly unchanged. The BH will in that case
return to the equilibrium value mBH,crit(Msr) on the time
scale which characterises the growth of Msr.

If the BH regulates its growth on the mass scale Msr

and if mBH " Msr, then the critical rate of energy injection
required for self-regulation is independent of the mass of
the BH. It then follows from Eq. 1 that ṁBH ∝ ε−1

f , which
implies

(mBH −mseed) ∝ ε−1
f , (2)

Figure 1. Predicted redshift zero global BH mass density (black
diamonds) and normalization of the mBH−σ relation (black plus
signs) as a function of the assumed efficiency of BH feedback, εf .
Both quantities are normalized to their values in the simulation
with εf = 0.15, which reproduces the observed relations between
the mass of the BH and properties of the stellar bulge. Each
point represents a different simulation. For 10−4 < εf < 1 all
data points track the dotted black line, which is a power-law
with index minus one. This implies that in this regime BH mass
is inversely proportional to mBH, and thus that the BHs inject
energy into their surroundings at a rate that is independent of εf ,
as expected for self-regulated growth on scales that are sufficiently
large for the gravity of the BH to be unimportant. The red data
points show results from simulations with a mass resolution that
is 8 times worse than the fiducial simulation. The blue data points
correspond to simulations with 64 times better resolution than our
fiducial resolution, but show results for redshift 2 rather than zero.
The agreement between the black, red and blue points confirms
numerical convergence and demonstrates that the BHs are already
self-regulating at redshift 2.

where mseed is the initial mass of the BH. Hence, if the self-
gravity of BHs is negligible on the maximum scale on which
they regulate their growth and if mBH ! mseed, then we
expect mBH ∝ ε−1

f .
The black diamonds plotted in Fig. 1 show the pre-

dicted global mass density in BHs at redshift zero as a func-
tion of εf , the efficiency with which BHs couple energy into
the ISM, normalised to the density obtained for εf = 0.15.
Similarly, the black plus signs indicate the normalisation of
the mBH − σ relation divided by that for the εf = 0.15 run.
The feedback efficiency, εf , is varied, in factors of 4, from
εf = 9.2 × 10−6 to εf = 9.6, which implies that the frac-
tion of the accreted rest mass energy that is injected (i.e.
εrεf) varies from 9.2 × 10−7 to 0.96. BH mass is clearly in-
versely proportional to the assumed feedback efficiency for
10−4 < εf < 1. For εf > 1 the trend breaks down because
the BH masses remain similar to the assumed seed mass,
in accord with Eq. 2. If we had used a lower seed mass,
then the trend would have extended to greater values of εf .
The deviation from inverse proportionality that sets in be-
low εf = 10−4 is more interesting. Such low values yield BH
masses that are more than 0.15/10−4 ∼ 103 times greater
than observed, in which case they are no longer negligible
compared to the masses of their host galaxies. In that case
the critical rate of energy deposition will no longer be inde-
pendent of mBH and we do not expect Eq. 2 to hold.

We have thus confirmed that feedback enables BHs to
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BH grows such that it produces 
a constant amount of feedback

Mass of BH is not set by accretion rate, 
but by its feedback efficiency

5: AGN implementation

Di Matteo+08
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Dark halos
(const M/L)

galaxies

Feedback or gastrophysics is key

Halo mass function and galaxy luminosity 
functions have very different shapes
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Subgrid parameters

•Heating/cooling
•Epoch of reionisation, UV/X-ray background, self-
shielding

•Star formation
•KS-parameters, threshold, H2 - Z dependence?
•Stellar evolution
•Stellar initial mass function, yields, life-times
•Supernova feedback
•Coupling SNe to gas, heating/wind parameters
•AGN feedback
•Seed mass, accretion rate, feedback efficiency
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The challenges of theory/numerical simulations:

•Box Size = 50 Mpc, bulge size = 1kpc
• need (500 000)^3 resolution elements

•Mean density = 10-7 cm-3, star formation starts at 100 cm-3

•109density contrast
•Age of Universe 13.7 Gyr, sound-crossing time bulge:1 Myr

•require 104 steps

Scales:

Physics:
•Gas cooling

•follow synthesis of elements, effects of radiation
•star formation

•magnetic fields, dust, shielding
•feedback from stars
•supernovae, cosmic rays
•Black-hole formation

•feedback from black holes
•Observables!

32



Tom Theuns33

•Introduction
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• Lessons learned from the precursors: Owls and Gimic
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“ .. as we know, there are known knowns; there 
are things we know we know. We also know there 
are known unknowns; that is to say we know there 
are some things we do not know. But there are 
also unknown unknowns -- the ones we don't 
know we don't know."
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ABSTRACT
We present the first results of hydrodynamical simulations that follow the formation of galax-
ies to the present day in nearly spherical regions of radius ∼ 20 h−1 Mpc drawn from the
Millennium Simulation (Springel et al.). The regions have mean overdensities that deviate by
(−2, −1, 0, +1,+2)σ from the cosmic mean, where σ is the rms mass fluctuation on a scale
of ∼ 20 h−1 Mpc at z = 1.5. The simulations have mass resolution of up to ∼ 106h−1 M",
cover the entire range of large-scale cosmological environments, including rare objects such as
massive clusters and sparse voids, and allow extrapolation of statistics to the (500h−1Mpc)3
Millennium Simulation volume as a whole. They include gas cooling, photoheating from an
imposed ionising background, supernova feedback and galactic winds, but no AGN. In this
paper we focus on the star formation properties of the model. We find that the specific star
formation rate density at z∼<10 varies systematically from region to region by up to an order of
magnitude, but the global value, averaged over all volumes, closely reproduces observational
data. Massive, compact galaxies, similar to those observed in the GOODS fields (Wiklind et
al.), form in the overdense regions as early as z = 6, but do not appear in the underdense
regions until z ∼ 3. These environmental variations are not caused by a dependence of the
star formation properties on environment, but rather by a strong variation of the halo mass
function from one environment to another, with more massive halos forming preferentially
in the denser regions. At all epochs, stars form most efficiently in halos of circular velocity
vc ∼ 250 km s−1. However, the star-formation history exhibits a form of “downsizing” (even
in the absence of AGN feedback): massive galaxies essentially conclude their star formation
at z = 1 − 2 whereas smaller galaxies continue to make stars to the present day. Additional
feedback, however, is required to limit star formation in massive galaxies.

Key words: galaxies: abundances – galaxies: clusters: general – galaxies: formation – galax-
ies: intergalactic medium – methods: N -body simulations

! E-mail: rcrain@astro.swin.edu.au

1 INTRODUCTION

Numerical simulations have emerged, over the past two decades or
so, as a useful technique for modelling the formation and evolu-
tion of cosmic structures. In particular, they have yielded accurate
predictions for the clustering and evolution of dark matter, a rela-

c© 2009 RAS

Schaye+10

Crain+09

35



Tom Theuns

Zoomed simulations of 5 spheres picked from the 
Millennium Simulation Combine LSS with high numerical resolution

Suite of simulations: 
GIMIC/OWLS

Galaxy-Intergalactic Medium Interaction Calculation
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ABSTRACT

We investigate the physics driving the cosmic star formation (SF) history using the
more than fifty large, cosmological, hydrodynamical simulations that together com-
prise the OverWhelmingly Large Simulations (OWLS) project. We systematically vary
the parameters of the model to determine which physical processes are dominant and
which aspects of the model are robust. Generically, we find that SF is limited by the
build-up of dark matter haloes at high redshift, reaches a broad maximum at inter-
mediate redshift, then decreases as it is quenched by lower cooling rates in hotter and
lower density gas, gas exhaustion, and self-regulated feedback from stars and black
holes. The higher redshift SF is therefore mostly determined by the cosmological pa-
rameters and to a lesser extent by photo-heating from reionization. The location and
height of the peak in the SF history, and the steepness of the decline towards the
present, depend on the physics and implementation of stellar and black hole feedback.
Mass loss from intermediate-mass stars and metal-line cooling both boost the SF rate
at late times. Galaxies form stars in a self-regulated fashion at a rate controlled by
the balance between, on the one hand, feedback from massive stars and black holes
and, on the other hand, gas cooling and accretion. Paradoxically, the SF rate is highly
insensitive to the assumed SF law. This can be understood in terms of self-regulation:
if the SF efficiency is changed, then galaxies adjust their gas fractions so as to achieve
the same rate of production of massive stars. Self-regulated feedback from accreting
black holes is required to match the steep decline in the observed SF rate below red-
shift two, although more extreme feedback from SF, for example in the form of a
top-heavy initial stellar mass function at high gas pressures, can help.

Key words: cosmology: theory – galaxies: formation – galaxies: evolution – stars:
formation

1 INTRODUCTION

The cosmic history of star formation (SF) is one of
the most fundamental observables of our Universe. Mea-
suring the global star formation rate (SFR) density
as a function of redshift has therefore long been one
of the primary goals of observational astronomy (e.g.
Lilly et al. 1996; Madau et al. 1996; Steidel et al. 1999;
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Ouchi et al. 2004; Schiminovich et al. 2005; Arnouts et al.
2005; Hopkins & Beacom 2006; Bouwens et al. 2007).

Modeling the cosmic star formation history (SFH) is
not an easy task because it depends on a complex inter-
play of physical processes and because a large range of halo
masses contributes. To predict the SFH within the context
of the cold dark matter cosmology, one must first get the
dark matter halo mass function right. These days this is the
easier part, as the cosmological parameters are relatively
well constrained. Then one must model the rate at which
gas accretes, cools, collapses, and turns into stars. Even if
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Table 1. Simulation Set

Name Box Size (Mpc/h) Comment

DBLIMFCONTSFV1618 100/25 Top-heavy IMF above nH > 30 cm−3, vw = 1618 km s−1

DBLIMFV1618 100/25 Top-heavy IMF above nH > 30 cm−3, vw = 1618 km s−1, Σ̇∗(0) = 2.083 × 10−5M#yr−1kpc−2

DBLIMFCONTSFML14 100/25 Top-heavy IMF above nH > 30 cm−3, η = 14.545
DBLIMFML14 100/25 Top-heavy IMF above nH > 30 cm−3, η = 14.545, Σ̇∗(0) = 2.083 × 10−5M#yr−1kpc−2

REFERENCE 100/25
EOS1p0 100/25 Isothermal equation of state, particles with nH > 30 cm−3 are instantaneously converted into stars if

they are on the equation of state
EOS1p67 25 Equation of state p ∝ ργ∗ , γ∗ = 5/3
IMFSALP 100/25 Salpeter IMF, SF law rescaled

MILL 100/25 Millenium cosmology (WMAP1):
(Ωm,ΩΛ, Ωbh

2, h, σ8, n, XHe) = (0.25, 0.75, 0.024, 0.73, 0.9, 1.0, 0.249)
NOAGB NOSNIa 100 AGB & SNIa mass & energy transfer off

NOHeHEAT 25 No He reheating
NOSN 100/25 No SNII winds, no SNIa energy transfer

NOSN NOZCOOL 100/25 No SNII winds, no SNIa energy transfer,
cooling uses initial (i.e., primordial) abundances

NOZCOOL 100/25 Cooling uses initial (i.e., primordial) abundances
REIONZ06 25 Redshift reionization = 6
REIONZ12 25 Redshift reionization = 12
SFAMPLx3 25 Σ̇∗(0) = 4.545 × 10−4M#yr−1kpc−2

SFAMPLx6 25 Σ̇∗(0) = 9.09 × 10−4M#yr−1kpc−2

SFSLOPE1p75 25 γKS = 1.75
SFTHRESZ 25 Metallicity-dependent SF threshold
SNIaGAUSS 100 Gaussian SNIa delay distribution (efficiency: 2.56 %)

WDENS 100/25 Wind mass loading and velocity determined by the local density
WML1V848 100/25 η = 1, vw = 848km s−1

WML4 100/25 η = 4
WML8V300 25 η = 8, vw = 300km s−1

WPOT 100/25 Momentum driven wind model (scaled with the potential)
WPOTNOKICK 100/25 Momentum driven wind model (scaled with the potential) without extra velocity

kick = 2 x local velocity dispersion
WVCIRC 100/25 Momentum driven wind model (scaled with the resident halo mass)

role for boxes larger than 12h−1 Mpc. On the other hand, reso-
lution proves to be much more of a challenge. The stellar metal
mass fraction just barely converges for the L025N512 resolution,
although the difference is small by z = 0. The metal-mass frac-
tion in the cold-phase NSF gas is converged to within a factor of
two. Obtaining converged results tends to be more challenging at
higher redshifts. Metallicities are generally better converged then
the fractions of metals in a given phase, and are reasonably reli-
able for all phases at the resolution of the L100N512 simulations,
with the exception of the metallicity of the diffuse IGM. Higher
resolution simulations generally yield higher metallicities, espce-
cially at higher redshift, but even in this phase, the simulations are
converged by z = 4 (z = 6) for L100N512 (L025N512) runs.

The distribution of metals at z = 0 and z = 2 is investi-
gated in more detail in Fig. 4. The metallicity probability distribu-
tion (PDF) shows several maxima in both density and temperature,
with minima at log(ρ/〈ρ〉) ∼ 3 and 4 at z = 2 and z = 0, re-
spectively, and in log(T/K) ≈ 5. All models have a relatively well
pronounced maximum at log(ρ/〈ρ〉) = 0: above this density gas
tends to accrete quickly into haloes, below it the level of enrich-
ment is small. The location of the secondary maximum is close to
the star formation threshold for most models, although for some it
is significantly lower. The location at log(T/K) ≈ 5 of the tem-
perature minimum is caused by the very efficient cooling of gas at
that temperature. The temperature distribution of the metals shows
relatively little variation between models, but there is more vari-
ation in their distribution with density. These figures once more

illustrate the large dynamic range in density and temperature over
which metals are distributed. The metal distribution over stars of
given abundance is remarkably similar between all shown models.
These distributions are mostly converged in both box size and res-
olution (Fig. B3 and Fig. C3 of paper I), with some dependence of
the temperature distribution on box size, and of the density distri-
bution on resolution.

3.2 Impact of energy feedback and line cooling

Ever since the pioneering work of White & Rees (1978) and
White & Frenk (1991) it has been known that feedback plays an
important role in controlling the growth of galaxies, with super-
nova driven winds (Dekel & Silk 1986), AGN (Bower et al. 2008),
and cosmic rays (Jubelgas et al. 2008) the usual suspects, see e.g.

Baugh (2006) for a review. Because metals are detected at low den-
sities yet were synthesised inside galaxies, non-gravitational pro-
cesses such as galactic winds that enrich the surroundings of galax-
ies, are clearly present, although other processes are at work as well
. The OWLS simulations invoke energy feedback due to supernova
explosions as a way to not only heat gas in the surroundings of
galaxies, but also to power such galactic outflows. Here we inves-
tigate to what extent the metal distribution differs in models with
and without energy feedback.

A significant improvement in the OWLS simulation suite is
the cooling routine, which takes into account the detailed contri-
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•The basics.
•What do we want?
•What can we do?
•Does it work?
•What did we learn?
•Where do we go from here?
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halo virial radius (Frenk et al. 1999; Kravtsov, Nagai & Vikhlinin
2005; Voit, Kay & Bryan 2005). This agreement in the limit of
non-radiative physics therefore suggests that, in spite of its inabil-
ity to resolve shocks well, SPH schemes model gravitational shock
heating adequately.

2.2 Halo and galaxy identification

As described in C09, we identify bound haloes using the SUBFIND al-
gorithm presented by Dolag et al. (2009), which extends the standard
implementation (Springel et al. 2001) by also considering baryonic
particles when identifying self-bound substructures. This procedure
first finds dark matter haloes using a friends-of-friends (FoF) algo-
rithm, with the standard linking length in units of the interparticle
separation (b = 0.2; Davis et al. 1985). It also associates all bary-
onic particles with their nearest neighbour dark matter particle. The
aggregated properties of baryonic particles associated with grouped
dark matter particles define the baryonic properties of each FoF
group. Halo substructures are then identified using a topological
unbinding algorithm. This provides an unambiguous definition of a
galaxy within the simulations, namely the set of star particles bound
to individual subhaloes. The gas bound to each subhalo then forms
the interstellar medium (ISM) and the hot corona. Since individual
haloes may have more than one ‘subhalo’, they may host more than
one galaxy. In analogy to semi-analytic models, the stars associated
with the most massive subhalo of an FoF group are hence defined
as central galaxies, whilst stars associated with substructures are
satellites.

2.3 Morphological classification

The resolution of our simulations is sufficient to allow a morpholog-
ical classification of the galaxies into disc- and spheroid-dominated
types, based on their dynamics. We assume a simple two-component
model: (i) a dispersion-supported spheroid, and (ii) a rotationally
supported disc. The centre of (baryonic + dark) mass of the main
subhalo of each FoF group is used as the starting point for an itera-
tive procedure that computes the centre of mass of all star particles
within a sphere that, at each iteration, is decreased in radius by
2 per cent and re-centred on the new centre of stellar mass. The
procedure concludes when the sphere encloses fewer than 32 star
particles; we have checked that this scheme yields robust galactic
centres. The smaller of three times the stellar half mass radius, r1/2,
or the distance to the furthest bound star particle is then used as a
‘boundary’ for the galaxy, rgal. This is to exclude the contribution of
the diffuse ‘intrahalo stars’ that SUBFIND associates with the potential
of the most massive halo substructure. This is an important practice,
since our sample includes a number of massive galaxies for which
up to 30 per cent of the bound stellar mass is (by this definition) in
the form of intrahalo stars.

To decompose the stellar mass of galaxies into spheroid and disc
components, we use a procedure based on the method introduced
by Abadi et al. (2003). We compute the angular momentum, L, of
the N! star particles within rgal:

L =
N!∑

i=1

r i × pi , (1)

where r is the radial vector with respect to the centre of the system
and p is the linear momentum vector corrected for the bulk peculiar
velocity of the system. The assumption that the spheroid is fully
dispersion supported requires that it should have no net angular

Figure 1. Histogram of D/T for the five GIMIC regions. Results from the
high-resolution −2σ region are also shown to illustrate the sensitivity of
morphology to resolution. Approximately, half of all galaxies in the simu-
lations are disc-dominated (i.e. D/T > 0.5) at z = 0. To create a sample that
mimics ‘late-type’ galaxies we adopt a criterion of D/T > 0.3 for inclusion
in our sample.

momentum, and so the spheroid mass can be reasonably approx-
imated as twice the summed mass of particles that counter-rotate
with respect to L. The remaining stellar mass of the galaxy then
comprises the disc.

The distribution of disc-to-total stellar mass ratios (D/T) for all
galaxies with M! > 1010 M# is shown, for the five GIMIC regions,
in Fig. 1. The total number of galaxies included from the five
intermediate-resolution regions is 1267, whilst 111 galaxies are
included from the high-resolution −2σ region. In each region, ap-
proximately half of all galaxies are disc-dominated (D/T > 0.5);
this result is consistent with the morphological analyses of the Mil-
lennium Galaxy Catalogue by Driver et al. (2006) and of the Sloan
Digital Sky Survey (SDSS) catalogue by Benson et al. (2007). Since
we wish to create a sample that excludes only obviously ‘ellipti-
cal’ galaxies, we adopt a slightly lower threshold and define ‘disc
galaxies’ as those with a disc-to-total stellar mass fraction >0.3.
The precise choice of this fraction is unimportant for the purposes
of this study; we have checked that our results are not affected by
adopting a value of 0.2 or 0.5 instead.

The high proportion of disc-dominated galaxies is a noteworthy
success of our simulations. It is a well-known problem of hydro-
dynamical simulations of this type that excessive cooling in small
haloes, allied to angular momentum transport during mergers, re-
sults in discs with much lower angular momentum than observed
for real galaxies (Weil, Eke & Efstathiou 1998). Recently, high-
resolution simulations of individual objects have demonstrated the
importance of feedback in mitigating this problem (e.g. Okamoto
et al. 2005; Scannapieco et al. 2008), a finding supported by the
large sample of galaxies we present here. We plan to investigate
this interesting result in future work.

2.4 Computing luminosities

Optical and X-ray luminosities are computed in postprocessing.
The former are calculated individually for star particles, considering
them as simple stellar populations (SSP). The masses of individual
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•bulge-disc decomposition on image?
•bulge-disc decomposition?
•colours?

We have a Hubble sequence!
but how do you classify simulated galaxies?
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Why do we have a Hubble sequence?

key: alignment of angular momentum in forming galaxy
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Disc galaxies in ΛCDM 9

Figure 4. Star formation efficiency, εSF, as a function of galaxy
stellar mass. Each filled circle represents a simulated galaxy,
colour-coded by the fitted Sersic index, n. The dotted or-
ange curve corresponds to the (scatter-free) relation derived by
Guo et al. (2010) by abundance matching a stellar mass function
derived from SDSS data with the halo mass function from the
Millennium Simulation. The dashed orange curve is the result
when a scatter of 0.15 dex in M∗ at fixed M200 is adopted in
the abundance matching and εSF is computed using the mean
M200 in bins of stellar mass. The hatched black and red regions
correspond to fits of Dutton et al. (2010) to ‘direct’ measures of
the SF efficiency (from stacked weak lensing and satellite kine-
matics measurements) of disc and elliptical galaxies, respectively
(see text). The simulated disc galaxies match the observed εSF of
disc galaxies over the mass range 9.0 ! log10[M∗(M")] < 10.5.
At higher masses, the simulated elliptical galaxies have too high
εSF relative to what is inferred observationally.

excludes surrounding satellites), M200 is the total mass
(gas+stars+dark matter) within r200, and Ωb/Ωm ≈ 0.165
is the universal ratio of baryonic to total matter densities
(Komatsu et al. 2011). The SF efficiency is therefore the
fraction of the total mass accounted for by stars, relative to
the maximal case where all the baryons are converted into
stars. Cosmological hydrodynamic simulations have had a
notoriously difficult time in forming normal galaxies with
the correct εSF, generally generating values of εSF that are
a factor of a few larger than observed (see, e.g., Guo et al.
2010, Dutton et al. 2010, and Avila-Reese et al. 2011, who
compare the results of a number of recent hydrodynamic
simulations with observations). This is often referred to as
the ‘overcooling problem’ of cosmological simulations. How
do the gimic high-resolution simulations fair in this regard?

In Fig. 4 we plot the trend between εSF and stellar
mass for the simulated galaxies at z = 0. Each of the
dots in Fig. 4 represents a simulated galaxy. The dots are
colour-coded according to the fitted Sersic index. Note that
we include both disc- and spheroid-dominated galaxies in
this plot. The dotted orange curve is the relation derived
by Guo et al. (2010) by applying the abundance matching

technique to the SDSS galaxy stellar mass function8 de-
rived by Li & White (2009) and the dark matter halo mass
function from the Millennium Simulation. This result as-
sumes no scatter in the relation between M∗ and M200. The
dashed orange curve is the result when a scatter of 0.15
dex in M∗ at fixed M200 is adopted and εSF is computed
using the mean M200 in bins of stellar mass (Guo, priv.
comm.). The shaded black and red regions correspond to
the (by eye) fit of Dutton et al. (2010) to ‘direct’ measure-
ments9 of the SF efficiencies of disc and elliptical galaxies,
respectively. The direct measurements are based on stacked
weak lensing (Mandelbaum et al. 2006, 2008; Schulz et al.
2010) and stacked satellite kinematics (Conroy et al. 2007;
Klypin & Prada 2009; More et al. 2011) (hereafter WL/SK)
analyses of disc and elliptical galaxies. By stacking the
WL/SK of galaxies of fixed stellar mass (or luminosity),
these authors derive the mean halo mass (e.g., M200) as a
function of stellar mass and thereby constrain the SF effi-
ciency. Importantly, Dutton et al. (2010) have taken care to
adjust the stellar masses from these studies so that they all
correspond to the Chabrier IMF, and to ensure that the halo
mass is defined as M200 throughout (see Dutton et al. 2010
for details). Note also that the stellar masses derived in the
individual WL/SK studies are typically based on the single
colour scalings of Bell et al. (2003) or Bell & de Jong (2001).
We therefore apply a small mass-dependent adjustment so
that stellar masses from these studies are consistent with
those derived from five-band SDSS data (Blanton & Roweis
2007) (as described in Section 1). It is therefore possible
to directly compare the WL/SK estimates of the SF effi-
ciency (the shaded regions) with the abundance matching
results represented by the dashed and dotted black curves.
The shaded regions of Dutton et al. (2010) bracket the 2-
sigma (95% CL) errors quoted in the individual WL/SK
studies.

Consistent with the results derived in Sections 3.1 and
3.2, the simulated galaxies have SF efficiencies that are
quite comparable to what is derived from stacked WL/SK
analyses of disc galaxies over the range in galaxy mass,
9.0 " log10[M∗(M")] < 10.5. The correct fraction is
achieved through efficient (but energetically feasible) SN
feedback which ejects gas from the system (see, e.g., Fig.
7 of Crain et al. 2010). This is ultimately what also al-
lows the simulations to reproduce the TF relation and the
shape and normalization of the rotation curves over this
mass range. We point out that unlike some recent studies of
individual galaxies (e.g., Stinson et al. 2010; Macciò et al.
2012; Brook et al. 2012), we have not had to invoke multi-
ple sources of feedback in order to reproduce the observed
SF efficiency. All that has been done is to adjust the mass-
loading of the SN feedback so that the simulations roughly

8 The stellar masses of Li & White (2009) were derived using the
five-band SDSS photometric data (and redshift) as described in
Blanton & Roweis (2007) and assuming a Chabrier IMF, consis-
tent with what is adopted in our cosmological simulations.
9 We note the ‘direct’ measurements of halo mass are model-
dependent, in that they assume a NFW halo profile with a par-
ticular mass-concentration relation that does not account for pos-
sible correlations between the scatter in concentration and galaxy
morphology/colour.
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Figure 3. The present-day 0.5–2.0 keV X-ray luminosity as a function of
K-band luminosity. Simulated galaxies are represented by black dots. For the
observational data, extra-planar point source-corrected X-ray luminosities
have been extracted from a number of recent studies (see legend and text).
The corresponding K-band luminosities of these galaxies were extracted
from the online 2MASS data base at IPAC. The simulations reproduce both
the scaling and the scatter of the observations.

computed for a galaxy drawn from our sample. The galaxy has the
following properties: M200 = 1012.0 M!, M! = 1010.6 M!, LK =
1010.8 LK,!, LX,0.5−2.0 keV = 1039.1 erg s −1. In general, the surface
brightness increases towards the galactic centre, in keeping with
the WF91 picture, but close to the galaxy disc the X-ray emis-
sion structure becomes more complex, highlighting the necessity
of employing hydrodynamical simulations to calculate the detailed
evolution of the gas. Extra-planar emission is clearly visible, with
the contours tracing the dense disc of the ISM at small radii and
becoming more circular (in projection) at larger radii, except where
their morphology is disturbed by accreting substructure.

3 X-RAY CORONAE OF DISC GALAXIES:
COMPARISON WITH OBSERVATIONS

In this section, we examine the X-ray scaling relations found in
our hydrodynamic simulations. In Fig. 3 we plot the soft (0.5–
2.0 keV) X-ray luminosity of the simulated galaxies (black dots), as
a function of their K-band luminosity. The colour symbols are mea-
surements for real disc galaxies collated from the literature (B00;
Strickland et al. 2004; Wang 2005; Tüllmann et al. 2006; Li et al.
2007; Owen & Warwick 2009; Rasmussen et al. 2009; Sun et al.
2009). Systems for which X-ray detections were made are denoted
by solid symbols, whilst those with only upper limits are denoted
by open symbols with down arrows. In the case of X-ray detections,
we use only the reported extra-planar X-ray luminosity, which has
been corrected for point source contamination (by spatial filtering of
bright sources and the inclusion of a power-law component in the
spectral fitting for faint sources). Where X-ray luminosities have
been quoted in other passbands, we correct into the 0.5–2.0 keV
band using the PIMMS software2 (Mukai 1993). K-band luminosities

2 http://heasarc.nasa.gov/docs/software/tools/pimms.html

have been extracted from IPAC’s online data base for the Two Micron
All-Sky Survey (2MASS; Skrutskie et al. 2006).

The K-band luminosity is a good tracer of stellar mass, which
itself is expected to correlate with halo mass. The simulations yield
an X-ray versus K-band luminosity relation that is in very good
agreement with the observed detections, and is consistent with the
upper limits for non-detections. It is interesting that the simulations
also reproduce the large scatter in the observations; we discuss the
origin of this scatter in Section 3.1. It should be noted that we
have not tuned any element of the simulation subgrid physics, for
example, the supernovae wind velocity or mass-loading, in order
to reproduce the observed relation. As discussed in C09 (see also
Schaye et al. 2010), the adopted feedback parameters were chosen
only so as to produce a reasonable match to the peak of the overall
star formation history of the Universe at z ≈ 2–3.

The canonical picture posits that the soft X-ray luminosity of hot
coronae increases steeply with the overall mass of the system (i.e.
the galaxy and its host dark matter halo). It should therefore be eas-
iest to detect soft X-ray emission from the most massive systems.
The virial mass of a halo is commonly approximated by the mass,
M200, of the sphere of radius r200 about the centre of the poten-
tial that encloses a mean density of 200 times the critical density
for closure. In practice, estimating the total mass is difficult and
requires recourse to observational proxies. For disc galaxies, the
rotation speed, vrot, is often used since, under the assumption that
the halo has an isothermal density profile, ρ ∝ r−2, the circular
velocity profile, vc(r) = [GM(<r)/r]1/2, is simply a constant at all
radii. This enables the rotation speed of a centrifugally supported
disc to be equated to the virial circular velocity of the halo, v200 ≡
vc(r200). However, if the structure of the galaxy-halo system devi-
ates from the isothermal profile, the circular velocity profile is not
constant, and the relationship between the rotation velocity of a
galaxy and the virial mass of the galaxy’s host halo becomes more
complicated.

The Navarro–Frenk–White (NFW; Navarro, Frenk & White
1995, 1996, 1997) profile, shown to be a near universal density
law for dark matter haloes, deviates from the isothermal form at
both small and large radii (where asymptotically ρ ∝ r−1 and
ρ ∝ r−3, respectively). Thus, the circular velocity curve vc(r) of
the NFW profile varies with radius. For example, an NFW halo
with concentration c = 10 exhibits a peak circular velocity, vmax =
max [vc(r)] = 1.2v200 at r ∼ 0.2r200. The density profile of galaxy
haloes will be modified by the baryons cooling in the halo (e.g.
Blumenthal et al. 1986; Jesseit, Naab & Burkert 2002; Gnedin
et al. 2004; Abadi et al. 2009; Duffy et al. 2010). In general, cold
baryons will be preferentially deposited at the halo centre leading to
a steepening of the central gravitational potential (because of both
the presence of the baryons and the adiabatic contraction of the
dark matter halo), raising the peak of the circular velocity curve to
vmax/v200 ∼ (1.5–2.0). These simple theoretical arguments indicate
that the halo mass cannot be accurately estimated by equating the
rotation speed of galaxy discs with v200. Both modelling improve-
ments – switching from isothermal to NFW profiles, and accounting
for the effects of baryons – are important, with the latter perhaps
being somewhat more so.

In Fig. 4, we plot the relationship between the soft X-ray lumi-
nosity and two different ‘measures’ of the disc rotation speed for
the simulated galaxies. In the left-hand panel, we identify vrot with
the circular velocity at the virial radius (as in the isothermal pro-
file); in the right-hand panel we use instead vmax computed from
all mass components, i.e. gas, stars and dark matter. The obser-
vational data are the same in both panels; rotation velocities are

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 407, 1403–1422
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Enriching the hot circumgalactic medium of galaxies 7

Figure 2. The X-ray luminosity-weighted iron abundance of circumgalactic gas, as a function of soft X-ray luminosity (left) and the K-band luminosity of
galaxies (right). The left-hand panel comprises the 28 nearby elliptical galaxies analysed by HB06 (circles) and the 26 (from a total sample of 54) nearby
ellipticals from the sample of Ath07 (triangles) that do not overlap with the HB06 sample. The right hand panel comprises the subset of the overall galaxy
sample for which K-band magnitudes are available in the 2MASS Large Galaxy Atlas. Open circles with upward arrows represent cases where the HB06
spectral analysis yielded no formal upper limit on the iron abundance. Symbols are overplotted on the median LX-weighted ZFe−LX and ZFe−LK relations
of galaxies in the GIMIC simulations, with 1σ and 2σ scatter shown by the densely- and sparsely-hatched red regions respectively.

Figure 3. The mass-weighted ZFe−LX relation of GIMIC galaxies. Galax-
ies are represented by circles whose colour encodes the galaxy’s halo mass,
whilst the solid line, densely-hatched and sparsely-hatched regions show
the median (hot gas) mass-weighted ZFe, and its 1σ and 2σ scatter, re-
spectively. For reference, luminosity-weighted measurements (as in the left-
hand panel of Fig. 2) are plotted in the inset. Although the LX-weighted
iron abundances are consistent with the near-solar values inferred from X-
ray data, the hot CGM is metal-poor in a mass-weighted sense. Moreover,
X-ray luminosity can be seen to correlate strongly with halo mass. These
findings are expected if the hot CGM is established primarily via the accre-
tion of gas from the IGM.

tions may at first seem surprising, since it was shown in Paper I (see
Fig. 12 of that study) that the hot CGM of the simulated galaxies
is dominated by metal-poor gas accreted from the IGM. To under-
stand how these findings are reconciled, we will probe the enrich-
ment of the simulated coronae in greater detail in this section.

We noted earlier that luminosity-weighted X-ray measure-
ments provide an unrepresentative view of the state of hot CGM,
because the X-ray emission does not trace the hot gas mass in a sim-
ple fashion. The effect of this bias on the inferred metallicity of the
hot CGM is highlighted in Fig. 3, where we plot the mass-weighted
equivalent of Fig. 2 for the simulated galaxy sample. Each galaxy
is represented by a filled circle whose colour encodes its halo mass,
M200. Low luminosity galaxies exhibit a slightly greater median
iron abundance and a large scatter than their higher luminosity
counterparts, but the median value of ZFe is typically ! 0.1 Z!
across the range of luminosities probed here. This contrasts with the
LX-weighted measurement, which is near-solar across five decades
in LX. The colour coding reveals the strong correlation between LX

and halo mass (see also Fig. 6 of Paper I). For comparison, the inset
panel shows the luminosity-weighed measurements from which the
median and scatter shown in Fig. 2 were obtained.

The hot CGM of a typical ∼L! galaxy in our simulation sam-
ple at z = 0 is therefore metal poor, indicating that the hot gas
is not made up primarily of the products of stellar evolution. It
is possible to check this explicitly, since the gas mass ‘recycled’
by the stellar populations represented by star particles is shared
amongst their neighboring SPH particles. Any difference between
an SPH particle’s mass at z = 0 and the start of the simula-
tion is therefore due solely to enrichment by stellar evolution. In
Fig. 4, we separate the simulated sample by halo mass into bins
of ∆ log10 M200[M!] = 0.25. The left-hand panel shows the
spherically-averaged radial profile of the median recycled mass
fraction of particles making up their hot CGM and, for reference,
we plot in the inset the equivalent profiles for the entire CGM, ir-
respective of its thermal state. There is a strong radial dependence,
such that the products of stellar evolution are, unsurprisingly, found
close to the stars themselves, near the halo centre (metals are,
nonetheless, transported to large radius, as we discuss in §4.3). The
overall contribution of recycled gas to the hot CGM is, however,
small at all radii: even near the halo centre, recycled gas comprises
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Why does gas in haloes of spirals have a reasonable X-ray 
luminosity and metallicity? X-ray coronae of disc galaxies 1413

Figure 8. Present-day luminosity-weighted, three-dimensional, spherically averaged radial profiles of the hot gas bound to the haloes of disc galaxies in our
sample. Galaxies are binned in log 10 M200 at z = 0 (see legend, units are M!). Shown are the density (top left), temperature (top right), entropy (bottom
left) and cooling time (bottom right). The density profiles clearly deviate from the isothermal (dotted line) and NFW (dashed line) profiles, commonly adopted
in analytic models. Feedback from supernova-driven winds drives gas from the dense halo centre, strongly suppressing the X-ray luminosity, particularly for
less massive systems. Feedback and non-gravitational heating also render the temperature profile supervirial. The net effect is that the entropy profiles deviate
significantly from the self-similar scaling expected in the non-radiative regime, shown as a dotted line in the bottom-left panel. This entropy elevation lengthens
the cooling time relative to that expected from analytic modelling under the assumption of primordial composition gas. This is seen in the bottom-right panel
where the dotted lines correspond to the canonical WF91 model as calculated by B00.

the self-similar entropy scaling6 of Voit et al. (2005, dotted line)
which is the entropy distribution expected in the case where cool-
ing and feedback are negligible. The ‘excess entropy’ with respect
to the self-similar scaling – for which there is already firm ob-
servational evidence on the scale of systems with M200 > 1013 M!
(e.g. Balogh, Babul & Patton 1999; Johnson, Ponman & Finoguenov
2009; Sun et al. 2009) – therefore represents a strong indication that
non-gravitational processes are vitally important in establishing the
thermodynamic properties of hot galactic coronae.

6 The dotted line represents a power-law fit to the entropy profiles of a
sample of galaxy groups and clusters simulated by Voit et al. (2005) with
non-radiative hydrodynamics. Over the range 0.1–1.0r200, hydrodynamic
simulations employing either AMR or SPH algorithms yield consistent
profiles.

(iv) Cooling time. As a result of the increased entropy (and, in
turn, reduced gas density), the cooling time of the hot gas in the
simulated galaxies is longer than in the WF91 model. Therefore, if
cooling dominates non-gravitational heating and there is a net in-
flow of hot gas (see Section 4.3), the relatively long cooling time of
the gas compared to the halo dynamical time (typically ∼ 1–2 Gyr)
implies that the flow is quasi-hydrostatic, as assumed by WF91. We
note that the cooling times we compute for the simulated galax-
ies are self-consistent, in that they account for the thermodynamics
and chemical abundances of gas particles. (Typically, we find the
mean emission-weighted metallicity of the hot gas to range be-
tween 0.3 and 1.3 Z!.) The profiles are compared with the analytic
counterparts proposed by WF91 for isothermal gas of primordial
composition (dotted lines). The discrepancy between the simula-
tions and the WF91 model would be greater if metal line emission
was taken into account in the latter.
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10 Marcel R. Haas et al.

Figure 6. As Fig. 3, but showing only the subset of simulations in which the parameters of the KS star formation law are changed. The ‘REF’ simulation
(black, solid curve) uses a SF law that reproduces the observed KS law (Kennicutt 1998). The red, dotted curve shows a simulation where the amplitude of
the KS law has been multiplied by a factor 3 (‘SFAMPLx3’), and the blue, dashed line shows the effect of changing the slope of the KS law from 1.4 to 1.75
(‘SFSLOPE1p75’). These two models both have more efficient SF than ‘REF’. The green, dot-dashed curve shows a simulation in which the SF threshold is
a function of the gas metallicity (‘SFTHRESHZ’), as predicted by Schaye (2004). The assumed star formation law affects the gas consumption time scale and
the amount of star forming gas (ISM). It does not affect stellar masses or star formation rates, which can be understood if star formation is self-regulated (see
text).

law,

Σ̇∗ = A(Σg/1M" pc−2)n, (1)

where n = 1.4 and A = 1.151 × 10−4 M"yr−1 kpc−2 and the law
steepens below a gas surface density Σg ∼ 10 M"pc−2 (Kennicutt
1998). In our simulations we do something similar, except that
we implement SF as a pressure law, which has the advantage

that no tuning is required, since we can convert the observed
surface density law in a pressure law under the assumption of
vertical hydrostatic equilibrium (Schaye & Dalla Vecchia 2008).
As we have seen in the previous section, another advantage of
this approach is that the predicted SFRs become independent of
the assumed equation of state of the star forming gas (see also
Schaye & Dalla Vecchia 2008; Schaye et al. 2010).
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Figure 6. As Fig. 3, but showing only the subset of simulations in which the parameters of the KS star formation law are changed. The ‘REF’ simulation
(black, solid curve) uses a SF law that reproduces the observed KS law (Kennicutt 1998). The red, dotted curve shows a simulation where the amplitude of
the KS law has been multiplied by a factor 3 (‘SFAMPLx3’), and the blue, dashed line shows the effect of changing the slope of the KS law from 1.4 to 1.75
(‘SFSLOPE1p75’). These two models both have more efficient SF than ‘REF’. The green, dot-dashed curve shows a simulation in which the SF threshold is
a function of the gas metallicity (‘SFTHRESHZ’), as predicted by Schaye (2004). The assumed star formation law affects the gas consumption time scale and
the amount of star forming gas (ISM). It does not affect stellar masses or star formation rates, which can be understood if star formation is self-regulated (see
text).

law,

Σ̇∗ = A(Σg/1M" pc−2)n, (1)

where n = 1.4 and A = 1.151 × 10−4 M"yr−1 kpc−2 and the law
steepens below a gas surface density Σg ∼ 10 M"pc−2 (Kennicutt
1998). In our simulations we do something similar, except that
we implement SF as a pressure law, which has the advantage

that no tuning is required, since we can convert the observed
surface density law in a pressure law under the assumption of
vertical hydrostatic equilibrium (Schaye & Dalla Vecchia 2008).
As we have seen in the previous section, another advantage of
this approach is that the predicted SFRs become independent of
the assumed equation of state of the star forming gas (see also
Schaye & Dalla Vecchia 2008; Schaye et al. 2010).
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Impact of subgrid physics on simulated LLSs and DLAs 7

Figure 2. Column density distribution functions in the owls models relative to model ref at z = 3, log(fMODEL/fREF). The leftmost
grey box indicates a 0.2 dex range (a factor of 1.6) and bounds the variation between all owls models in the LLS range excluding
noreion, mill and nosn nozcool. Apart from these, the subgrid physics implementation has a small effect on f(NHI) in the LLS range.
The series of four grey boxes to the right bound the variation among the same owls models in the DLA column density range. The
rightmost grey box extends to the highest column density for which observations are available. Absorption lines in the DLA column
density range probe the ISM and variations in f(NHI) due to subgrid physics parameters become larger for larger NHI. The inclusion of
H2 has a negligible effect for LLS however it produces larger deviations from model ref than shown here (see Figs. 8-15 below).

umn densities we examine, the majority contribution comes
from gas in halos; 2) For these column densities, the CDDF
constrains the product of halo abundance and physical HI

cross-section per halo; 3) The halo mass function is very
similar in all owls models except mill. It follows that vari-
ations between models are driven by changes in the neutral
hydrogen content of halos as a function of mass. Haas et al.
(2012a) and Haas et al. (2012b) studied halo properties as a
function of mass in the owls models and we will make use
of their results in what follows.

3.3 Shape of f(NHI) in LLS Regime

In Fig. 3 we plot the logarithmic slope of f(NHI), D(NHI) ≡
d log f/d log NHI, in the LLS column density range. If
f(NHI) were a power law, f(NHI) ∝ N−t

HI , then D = −t.
All CDDFs were smoothed using a Hanning filter with
FWHM of 0.4 decades in NHI before taking the deriva-
tive. In all owls models which include a UV background
(i.e. excluding no reion), the CDDF has a characteristic
shape. At NHI = 1017cm−2 all models are consistent with
a power law f(NHI) having slope t = 1.65 with the spread
among models approximately δt = ±0.5. The onset of self-
shielding at NHI = 1017.2cm−2 causes f(NHI) to shallow.

The transition is initially rapid with ∆D = 0.4 between
1017 < NHI/cm−2 < 1018 and then proceeds gradually with
∆D = 0.2 between 1018 < NHI/cm−2 < 1020. Around
the DLA threshold NHI = 1020.3cm−2 the neutral fraction
saturates (i.e. the gas becomes fully neutral) which causes
f(NHI) to steepen again. The robust shape of f(NHI) among
the owls models indicates that self-shielding dictates the
shape of the CDDF in the LLS regime.

4 THE INCIDENCE OF ABSORPTION
SYSTEMS

The impact of subgrid variations on the incidence of HI ab-
sorbers,

l =

Z N+

N−

f(NHI)dNHI , (6)

is shown in Fig. 4. In the bottom panel we show lLLS (N− =
NLLS = 1017.2cm−2, N+ = NDLA = 1020.3cm−2) and lDLA

(N− = NDLA, N+ =∞) while in the top panel we normalise
both results by the values in ref. Because f(NHI) has a
logarithmic slope D ! −1, absorbers near N− make the
dominant contribution to l. This is evident in models such

c© 201? RAS, MNRAS 000, 1–19
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6 R. A. Crain et al.

Figure 3. The present-day 0.5-2.0 keV X-ray luminosity as a function of K-
band luminosity. Simulated galaxies are represented by black dots. For the
observational data, extra-planar point source-corrected X-ray luminosities
have been extracted from a number of recent studies (see legend and text).
The corresponding K-band luminosities of these galaxies were extracted
from the online 2MASS database at IPAC. The simulations reproduce both
the scaling and the scatter of the observations.

the following properties: M200 = 1012.0 M!, M! = 1010.6 M!,
LK = 1010.8LK,!, LX,0.5−2.0keV = 1039.1erg s−1. In general the
surface brightness increases towards the galactic centre, in keeping
with the WF91 picture, but close to the galaxy disc the X-ray emis-
sion structure becomes more complex, highlighting the necessity
of employing hydrodynamical simulations to calculate the detailed
evolution of the gas. Extra-planar emission is clearly visible, with
the contours tracing the dense disc of the ISM at small radii and be-
coming more circular (in projection) at larger radii, except where
their morphology is disturbed by accreting substructure.

3 X-RAY CORONAE OF DISC GALAXIES:
COMPARISON WITH OBSERVATIONS

In this section we examine the X-ray scaling relations found in our
hydrodynamic simulations. In Fig. 3 we plot the soft (0.5-2.0 keV)
X-ray luminosity of the simulated galaxies (black dots), as a func-
tion of their K-band luminosity. The colour symbols are measure-
ments for real disc galaxies collated from the literature (Benson
et al. 2000; Strickland et al. 2004; Wang 2005; Tüllmann et al.
2006; Li et al. 2007; Owen & Warwick 2009; Rasmussen et al.
2009; Sun et al. 2009). Systems for which X-ray detections were
made are denoted by solid symbols, whilst those with only upper
limits are denoted by open symbols with down arrows. In the case
of X-ray detections, we use only the reported extra-planar X-ray lu-
minosity, which has been corrected for point source contamination
(by spatial filtering of bright sources and the inclusion of a power-
law component in the spectral fitting for faint sources). Where X-
ray luminosities have been quoted in other passbands, we correct
into the 0.5 − 2.0 keV band using the PIMMS software2 (Mukai

2 http://heasarc.nasa.gov/docs/software/tools/pimms.html

1993). K-band luminosities have been extracted from IPAC’s on-
line database for the Two Micron All-Sky Survey (2MASS, Skrut-
skie et al. 2006).

The K-band luminosity is a good tracer of stellar mass, which
itself is expected to correlate with halo mass. The simulations yield
an X-ray vs. K-band luminosity relation that is in very good agree-
ment with the observed detections, and is consistent with the upper
limits for non-detections. It is interesting that the simulations also
reproduce the large scatter in the observations; we discuss the ori-
gin of this scatter in § 3.1. It should be noted that we have not tuned
any element of the simulation subgrid physics, for example, the
supernovae wind velocity or mass-loading, in order to reproduce
the observed relation. As discussed in C09 (see also Schaye et al.
2010), the adopted feedback parameters were chosen only so as to
produce a reasonable match to the peak of the overall star formation
history of the Universe at z ≈ 2− 3.

The canonical picture posits that the soft X-ray luminosity of
hot coronae increases steeply with the overall mass of the system
(i.e. the galaxy and its host dark matter halo). It should therefore
be easiest to detect soft X-ray emission from the most massive sys-
tems. The virial mass of a halo is commonly approximated by the
mass, M200, of the sphere of radius r200 about the centre of the
potential that encloses a mean density of 200 times the critical den-
sity for closure. In practice, estimating the total mass is difficult
and requires recourse to observational proxies. For disc galaxies,
the rotation speed, vrot, is often used since, under the assumption
that the halo has an isothermal density profile, ρ ∝ r−2, the cir-
cular velocity profile, vc(r) = [GM(< r)/r]1/2, is simply a con-
stant at all radii. This enables the rotation speed of a centrifugally
supported disc to be equated to the virial circular velocity of the
halo, v200 ≡ vc(r200). However, if the structure of the galaxy-halo
system deviates from the isothermal profile, the circular velocity
profile is not constant, and the relationship between the rotation
velocity of a galaxy and the virial mass of the galaxy’s host halo
becomes more complicated.

The Navarro-Frenk-White (hereafter NFW, Navarro et al.
1995, 1996, 1997) profile, shown to be a near universal density
law for dark matter haloes, deviates from the isothermal form at
both small and large radii (where asymptotically ρ ∝ r−1 and
ρ ∝ r−3 respectively). Thus, the circular velocity curve vc(r)
of the NFW profile varies with radius. For example, an NFW
halo with concentration c = 10 exhibits a peak circular velocity,
vmax = max[vc(r)] = 1.2v200 at r ∼ 0.2r200. The density pro-
file of galaxy haloes will be modified by the baryons cooling in
the halo (e.g. Blumenthal et al. 1986; Jesseit et al. 2002; Gnedin
et al. 2004; Abadi et al. 2009; Duffy et al. 2010). In general, cold
baryons will be preferentially deposited at the halo centre leading
to a steepening of the central gravitational potential (both because
of the presence of the baryons and the adiabatic contraction of the
dark matter halo), raising the peak of the circular velocity curve to
vmax/v200 ∼ (1.5 − 2.0). These simple theoretical arguments in-
dicate that the halo mass cannot be accurately estimated by equat-
ing the rotation speed of galaxy discs with v200. Both modelling
improvements - switching from isothermal to NFW profiles, and
accounting for the effects of baryons - are important, with the latter
perhaps being somewhat more so.

In Fig. 4 we plot the relationship between the soft X-ray lumi-
nosity and two different ‘measures’ of the disc rotation speed for
the simulated galaxies. In the left-hand panel, we identify vrot with
the circular velocity at the virial radius (as in the isothermal pro-
file); in the right-hand panel we use instead vmax computed from
all mass components, i.e. gas, stars and dark matter. The obser-

c© 2009 RAS, MNRAS 000, 1–21
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Figure 1. Left: Median spherically-averaged mass density profiles. The solid red curve is the median stellar mass density profile for
all stars, whereas the solid black curve is the median stellar mass density profile for just the spheroidal (bulge+halo) component. The
finely hatched region encloses the 14th and 86th percentiles of the stellar bulge+halo mass density profile, while the sparsely hatched
region encloses the 5th and 95th percentiles, respectively. The dashed green curve represents a power-law profile with ρ∗ ∼ r−3.5 with
a normalization chosen to match the median stellar halo mass density profile at large radii. The dot-dashed blue curve represents the
median dark matter mass density profile, while the dot-dashed cyan curve represents a Navarro, Frenk & White (1996) mass density
profile with M200 = 1.3 × 1012M#, which corresponds to the median halo mass of our sample of simulated galaxies. Right: Median
projected azimuthally-averaged surface brightness in the V -band. The solid red curve is the median surface brightness profile for all
stars, whereas the solid black curve is the median profile for the bulge+halo. The finely (respectively sparsely) hatched region encloses
the 14th and 86th (respectively 5th and 95th) percentiles of the bulge+halo surface brightness profile. The dashed green curve represents
a power-law profile (functional form given in the legend) with a normalisation chosen to match the median surface brightness profile at
large radii (r > 30 kpc).

a power-law fit of slope of −3.5, which is virtually identi-
cal to what we obtain from our cosmological gas-dynamical
simulations. In the inner regions, Bullock & Johnston (2005)
find their profiles become increasingly flat, so that the log-
arithmic slope approachs −1 within r ∼ 10 kpc (although
some of this flatting may be introduced by the assumption
of a fixed potential halo; cosmological simulations that in-
clude a live halo, e.g. Diemand et al. (2005), find that the
slope in the inner region is steeper than −1). By contrast,
our spheroid component shows no evidence of flattening at
small radii. We argue that this is because of the inclusion of
in situ star formation in our simulations, which is absent in
the dark matter only simulations. Also, previous simulations
have not been able to reach an agreement on whether the the
ρ∗ (ΣV ) profiles show a clear break or a monotonic change
in slope. Accretion-based Bullock & Johnston (2005) sug-
gest effectively a double power law to fit the entire halo (see
also Diemand et al. (2005)), although a monotonic change
in slope is favoured by Abadi et al. (2006). However, there
seems to be a consensus that the 20 − 30 kpc scale is a
meaningful scale between the inner and outer regions of the
halo.

M31 allows the best comparison with our simulations,
because its relative close location and external view al-
lows observations of low surface brightness levels ∼ 30 mag
arcsec−2 and hence tracing the radial profiles up to very

large distances (because of the steep decline in ΣV , the stel-
lar halos soon become very faint beyond 20 − 30 kpc). The
inner (r < 20 kpc) region of M31 is well fit by a de Vau-
couleur profile, while at large distances the density profile
is consistent with power-law [ρ ∼ r−3.3 (Irwin et al. 2005);
ρ∗ ∼ r−3 (Ibata et al. 2007)]. Surface brightness drops off as
∝ r−2.5 at large radii (Guhathakurta et al. 2005; Irwin et al.
2005; Ibata et al. 2007; Gilbert et al. 2010). Similarly, the
surface brightness profile at large distances in the M31 halo
are in the range of ΣV ∼ r−2.3 (Guhathakurta et al. 2005;
Irwin et al. 2005), ΣV ∼ r−1.91 (Ibata et al. 2007). The me-
dian ΣV profile for our simulated galaxies are in very good
agreement with the M31 data, all the way from the inner
region out to the large radii.

Observations of external galaxies are generally more dif-
ficult. Currently, only a few stellar halos of nearby galaxies
have been detected, and only down to levels of ∼ 28−29 mag
arcsec−2 (de Jong et al. 2007), corresponding to the inner
regions. Better results can be obtained by averaging many
such faint halos (this has also the advantage of providing a
statistical result). By stacking more than 1000 stellar haloes
of spiral galaxies observed in the Sloan Digital Sky Survey,
Zibetti et al. (2004) have found that, out to about 25 kpc,
the average density profile can be fitted with a power-law
ρ ∼ r−3.

The mass density profiles we obtain are also similar to
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Figure 3. Shows the HI CDDF over ten orders of magnitude in column density. On the low column density end, we have supplemented
our grid calculation with Voight Profile fitting of random lines of sight through the box. This allows us to overcome the collapsing of
multiple low column density systems into a single higher column density system. One can estimate the point at which the collapsed grid
deviates from the true abundance by noting it matches the VP fit at Log NHI ≈ 16.0. One can also see the importance of shielding
above the optically thick limit. In addition, our results agree with the survey of Prochaska et al. 2010 (POW09 on plot) for Lyman Limit
Systems.
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Simulation issues: stellar mass function
GIMIC 7

Figure 3. The stellar mass function of galaxies in the 2 extreme GIMIC regions at intermediate resolution (−2σ, blue, and +2σ, red) and in the −2σ region
at high-resolution (grey). Results are shown for z = 2 (left) and z = 0 (right) and compared with the observational estimate of Drory et al. (2005) (from the
FORS and GOODS deep fields) at z = 2, and with the estimate of Li & White (2009) (from the final data release of the SDSS at z = 0.)

ment between the simulations and the data at high redshift while,
at low redshift, the simulations produce roughly the right number
of galaxies, albeit with a somewhat incorrect distribution of stellar
masses.

4 THE EVOLUTION OF COSMIC STAR FORMATION

The cosmic star formation rate density is a key tracer of structure
formation in the universe. After more than a decade of observa-
tional studies, it appears to be fairly well constrained at least out to
intermediate redshifts (z ! 3), given assumptions about the initial
mass function and reddening (Hopkins 2007). Taking into account
the mass fraction recycled during stellar evolution, an integral over
ρ̇!(z) gives the present day cosmic stellar mass density (e.g. Cole
et al. 2001; Rudnick et al. 2003; Eke et al. 2005; Li & White 2009).
These are all quantities that are calculated in our simulations.

In this section we investigate the star formation history in our
simulations and how it varies from one GIMIC region to another.
We discuss the numerical convergence of our results and the na-
ture of the dominant contributors to the star formation activity at
high-redshift. The averaging technique described in the Appendix
is applied to construct an estimate of the global SFRD that can
be compared both to observations and to the results of the semi-
analytic calculations applied to the Millennium simulation.

4.1 Large-scale environmental modulation

For each region we consider all gas particles within the sampling
sphere discussed in the Appendix, and use the volume of the sphere
to compute the star formation rate per unit volume, ρ̇!(z), shown
in Fig. 4. Comparison of the intermediate and high resolution sim-
ulations shows that our results have not converged at z " 6; the
high-resolution realisations exhibit significantly higher overall star
formation rates than their intermediate resolution counterparts. At
later times, however, convergence of ρ̇!(z) is achieved to within

∼ 50 per cent, and inspection of the curves for the −2σ region re-
alisations demonstrates that this conclusion extends to the present
epoch.

The evolution of ρ̇!(z) may depend on resolution because the
simulation fails to form small mass haloes, and/or because the star
formation rate in the haloes that do form depends on resolution.
The particle mass of the high-resolution realisations was chosen so
that the Jeans mass in the photoionised IGM is marginally resolved.
Hence these simulations should be able to follow the formation of
all haloes in which the gas cools by atomic line cooling after reioni-
sation. We show later that the star formation rate for resolved haloes
is very similar at the two resolutions. We are therefore reasonably
confident that our estimate of ρ̇!(z) is close to numerically con-
verged in our high resolution simulations for z < zreion = 9, but
clearly this not the case in the intermediate resolution realisations
for z " 6. The actual value of the star formation rate is, of course,
sensitive to our subgrid modelling, in particular to the implementa-
tion of galactic winds. Note that the lack of high-redshift agreement
in the value of ρ̇! between the two resolutions has only a small ef-
fect on the total amount of stars formed and on the distribution of
stellar ages at low-redshift because the duration of the high redshift
period before the values converge is small compared to the age of
today’s universe.

The main features of the star formation rate density in our
simulations are:

• ρ̇! increases with decreasing redshift, peaks at z ∼ 2− 3, and
then drops rapidly by a factor ∼ 6 to z = 0;
• the shape of ρ̇!(z) is similar for all regions;
• the amplitude of ρ̇!(z) varies by an order of magnitude be-

tween the most extreme regions, at all epochs.

The amplitude increases monotonically from the −2σ to the +2σ
region at all epochs, but the difference between the +1σ and the
+2σ regions is far smaller than the difference between the −2σ
and the−1σ regions. The large variations in the amplitude of ρ̇!(z)
between the different regions is not simply caused by the greater
mass contained in the higher density volumes. As shown in the right
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Tune feedback to shape galaxy stellar mass function
GIMIC 7

Figure 3. The stellar mass function of galaxies in the 2 extreme GIMIC regions at intermediate resolution (−2σ, blue, and +2σ, red) and in the −2σ region
at high-resolution (grey). Results are shown for z = 2 (left) and z = 0 (right) and compared with the observational estimate of Drory et al. (2005) (from the
FORS and GOODS deep fields) at z = 2, and with the estimate of Li & White (2009) (from the final data release of the SDSS at z = 0.)

ment between the simulations and the data at high redshift while,
at low redshift, the simulations produce roughly the right number
of galaxies, albeit with a somewhat incorrect distribution of stellar
masses.

4 THE EVOLUTION OF COSMIC STAR FORMATION
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These are all quantities that are calculated in our simulations.

In this section we investigate the star formation history in our
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ture of the dominant contributors to the star formation activity at
high-redshift. The averaging technique described in the Appendix
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be compared both to observations and to the results of the semi-
analytic calculations applied to the Millennium simulation.

4.1 Large-scale environmental modulation

For each region we consider all gas particles within the sampling
sphere discussed in the Appendix, and use the volume of the sphere
to compute the star formation rate per unit volume, ρ̇!(z), shown
in Fig. 4. Comparison of the intermediate and high resolution sim-
ulations shows that our results have not converged at z " 6; the
high-resolution realisations exhibit significantly higher overall star
formation rates than their intermediate resolution counterparts. At
later times, however, convergence of ρ̇!(z) is achieved to within

∼ 50 per cent, and inspection of the curves for the −2σ region re-
alisations demonstrates that this conclusion extends to the present
epoch.

The evolution of ρ̇!(z) may depend on resolution because the
simulation fails to form small mass haloes, and/or because the star
formation rate in the haloes that do form depends on resolution.
The particle mass of the high-resolution realisations was chosen so
that the Jeans mass in the photoionised IGM is marginally resolved.
Hence these simulations should be able to follow the formation of
all haloes in which the gas cools by atomic line cooling after reioni-
sation. We show later that the star formation rate for resolved haloes
is very similar at the two resolutions. We are therefore reasonably
confident that our estimate of ρ̇!(z) is close to numerically con-
verged in our high resolution simulations for z < zreion = 9, but
clearly this not the case in the intermediate resolution realisations
for z " 6. The actual value of the star formation rate is, of course,
sensitive to our subgrid modelling, in particular to the implementa-
tion of galactic winds. Note that the lack of high-redshift agreement
in the value of ρ̇! between the two resolutions has only a small ef-
fect on the total amount of stars formed and on the distribution of
stellar ages at low-redshift because the duration of the high redshift
period before the values converge is small compared to the age of
today’s universe.

The main features of the star formation rate density in our
simulations are:

• ρ̇! increases with decreasing redshift, peaks at z ∼ 2− 3, and
then drops rapidly by a factor ∼ 6 to z = 0;
• the shape of ρ̇!(z) is similar for all regions;
• the amplitude of ρ̇!(z) varies by an order of magnitude be-

tween the most extreme regions, at all epochs.

The amplitude increases monotonically from the −2σ to the +2σ
region at all epochs, but the difference between the +1σ and the
+2σ regions is far smaller than the difference between the −2σ
and the−1σ regions. The large variations in the amplitude of ρ̇!(z)
between the different regions is not simply caused by the greater
mass contained in the higher density volumes. As shown in the right
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in all cases: efficient feedback is key

•low mass galaxies: SNe
•in higher mass galaxies: AGN
•feedback more efficient at high z

•Does feedback behave like this?
•Why?
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The supernovae energy budget - why 1051ergs?
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The supernovae energy budget - why 1051ergs?
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Modern approach - light-curve fitting

4

Figure 2. The observed V -band light curves of SNe 1998bw (open circles), 1997ef
(open triangles), 2002ap (stars), and 1994I (filled circles) (Mazzali et al. 2002).

are massive stars that have lost their H-rich envelope and almost all of
their He shell, through either a wind or binary interaction (Nomoto et
al. 1994).

SN 1998bw is located in a spiral arm of the barred spiral galaxy ESO
184-G82, for which a distance is measured as ∼ 38 Mpc from its redshift
velocity 2550 km s−1 (Galama et al. 1998) and a Hubble constant H0 =
65 km s−1 Mpc−1. Then, the peak absolute luminosity is estimated to
be ∼ 1043 ergs sec−1, which is about ten times brighter than typical
core-collapse SNe (SNe Ib/Ic, or II). Assuming that the GRB was at
the same distance as SN 1998bw, the gamma-ray fluence of GRB980425
reported by the BATSE (CGRO) group, (4.4 ± 0.4) × 10−6 erg cm−2

(Kippen et al. 1998), corresponds to a burst energy ∼ (7.2±0.65)×1047

ergs (in gamma-rays). This is four orders of magnitude smaller than
for average GRBs, implying that either GRB980425 might not be a
typical burst or that it may not be related to SN 1998bw. However,
the recent case of GRB030329/SN2003dh has provided a solid evidence
of connection between the ordinary GRBs and Hypernovae (Stanek et
al. 2003; Hjorth et al. 2003; Kawabata et al. 2003). Wang & Wheeler
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Abstract

During the last few years, a number of exceptional core-collapse su-
pernovae (SNe) have been discovered. Although their properties are
rather diverse, they have the common feature that at least some of their
basic parameters (kinetic energy of the explosion, mass of the ejecta,
mass of the synthesized 56Ni), and sometimes all of them, are larger,
sometimes by more than an order of magnitude, than the values typically
found for this type of SNe. Therefore, these SNe have been given the
collective classification of ‘Hypernovae’. The best known object in this
class is SN 1998bw, which owes its fame to its likely association with the
gamma-ray burst (GRB) 980425. In this paper, we first describe how
the basic parameters of SN 1998bw can be derived from observations and
modeling, and discuss the properties of other hypernovae individually.
These hypernovae seem to come from rather massive stars, being more
massive than ∼ 20 - 25 M! on the main-sequence, thus forming black
holes. On the other hand, there are some examples of massive SNe with
only a small kinetic energy. We suggest that stars with non-rotating
black holes are likely to collapse ”quietly” ejecting a small amount of
heavy elements (Faint supernovae). In contrast, stars with rotating
black holes are likely to give rise to very energetic supernovae (Hyper-
novae). We present distinct nucleosynthesis features of these two types
of ”black-hole-forming” supernovae. Nucleosynthesis in Hypernovae are
characterized by larger abundance ratios (Zn,Co,V,Ti)/Fe and smaller
(Mn,Cr)/Fe. Nucleosynthesis in Faint supernovae is characterized by
a large amount of fall-back. We show that the abundance pattern of
the recently discovered most Fe deficient star, HE0107-5240, and other
extremely metal-poor carbon-rich stars are in good accord with those
of black-hole-forming supernovae, but not pair-instability supernovae.

Hypernovae and Other Black-Hole-Forming Supernovae 29

Figure 12. Explosion energies and the ejected 56Ni mass against the main sequence
mass of the progenitors for several bright supernovae/hypernovae (Nomoto et al.
2003).

So far only SN 1998bw and 2003dh have the well established connec-
tion with GRBs. In the other cases, either a GRB was not generated,
or if it was it was weak and/or not pointing towards us. The issue of
directionality is very important. If hypernovae are aspherical, we expect
to find a range of hypernova properties for the same Ni mass. This can
be established at late times, independetly of the shape of the ejecta.
These objects may be very different at early phases, showing different
light curves, velocities, abundances. So far, however, this evidence is
missing.
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(open triangles), 2002ap (stars), and 1994I (filled circles) (Mazzali et al. 2002).
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gamma-ray burst (GRB) 980425. In this paper, we first describe how
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These hypernovae seem to come from rather massive stars, being more
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holes. On the other hand, there are some examples of massive SNe with
only a small kinetic energy. We suggest that stars with non-rotating
black holes are likely to collapse ”quietly” ejecting a small amount of
heavy elements (Faint supernovae). In contrast, stars with rotating
black holes are likely to give rise to very energetic supernovae (Hyper-
novae). We present distinct nucleosynthesis features of these two types
of ”black-hole-forming” supernovae. Nucleosynthesis in Hypernovae are
characterized by larger abundance ratios (Zn,Co,V,Ti)/Fe and smaller
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tion with GRBs. In the other cases, either a GRB was not generated,
or if it was it was weak and/or not pointing towards us. The issue of
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Inject energy as hot gas? 
As a wind?
Some combination?

cooling rate depends 
strongly on density and 

temperature
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Naive implementation depends directly on 
numerical scheme

•cooling rate strongly dependent on density 
(and hence resolution)
•how much is the heating temperature?

Give all energy to 1 particle-> T=2 107 K
SPH: give energy to 48 particles -> T= 0.5 106 K

cooling rates differ by factor 10!
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Physics of SN blast wave

(cold) ejecta

reverse shock: thermally driven shell

interior and shell cool: snowplough
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Arbitrary re-heating

Heat just stellar ejecta

Sedov: similarity solution depends only on injected energy
But: amount of cooling determines transition to 
snowplough and hence effectiveness of feedback
Numerical overcooling makes problem worse 
      (Creasey+11)
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6 Creasey, et al.

Figure 4. As for figure 3 but for anM = 6.04 shock. Upper panel shows
the case without cooling, with a higher post-shock temperature than Fig.
3. Lower panel, the case with cooling. Here the SPH particles shock over
several smoothing lengths, allowing them time to cool. Unfortunately, this
means they never reach the higher temperature where cooling is less effec-
tive and cool all the way back down to the pre-shock temperature, forming a
cold dense region similar that in Fig. 3. The shift of the position of the shock
front is due to the conservation of mass; cooling allows the post-shock gas
to be compressed down to a small region around x = 0.

result of this overcooling the SPH simulation fails to form any hot
gas at all. We note, however, that this is a general problem and not
specific to either GADGET or SPH.

2.4 Convergence study for GADGET results

As it stands, we can be confident that the results we have just given
for SPH are not converged, as they have failed to reach our stable
analytic solution. The problem we have attempted to solve involves
no elements that an SPH code would not be expected to handle in
the limit where the SPH resolution length h→ 0, and using a good
prescription for artificial viscosity. The outstanding question here
is thus only one of how much resolution is required; to this end
we re-ran the M = 4.7 simulation with a factor of 8 increase in

of mass, the gas is shocked to a lower density and a much larger region is
required to contain it.

Figure 5. As for the lower panel of Fig. 3, but for two different SPH particle
resolutions:red crosses are the SPH particles as for the lower panel of figure
3, whereas green crosses are for a 2× better resolution run (i.e. a factor of 8
times more particles). The lower resolution run reproduces the temperature
peak to within 25%, for the higher it is around 15%. When the simulation
is close to convergence, we would expect ∆T ∝ ∆u ∝ h, the smoothing
length, i.e to get within 1% of the temperature we would need a factor of∼
104 more particles (compared to the lower resolution run). The horizontal
scale has been translated to the frame of the shock (see text for details).

the particle count3 (from ≈ 80, 000 to ≈ 660, 000). Let us first,
however, make some general remarks about the problem.

Given the maximum temperature, Ts, of the radiating shock
we can estimate the error ∆T of the SPH maximum temperature
by estimating the radiative cooling over the shock (the physical
shock is non-adiabatic and so occurs on timescales many orders
of magnitude shorter than that of the cooling, as discussed in the
Introduction). Assuming the width of the SPH shock is ∼ h, the
temperature difference will be given, to first order, by

∆T
T0
∼ h

v0kBT0
·mp |u̇Λ(Ts)| ∼

h
∆xΛ

, (20)

where we have assumed that all the mechanical energy has been
converted into thermal energy, and that Ts $ T0. For larger
smoothing lengths we expect ∆T to become sub-linear in the
smoothing length, since the cooling is weaker at lower tempera-
tures (assuming we are on the left hand side of the ‘cooling spike’).

If we apply this argument to Figure 5 we see that increasing
the number of particles by a factor of ∼ 8 (i.e. reducing h by a
factor of 2) reduces the temperature error by a factor of∼ 1.5, sug-
gesting that we are not quite in the linear regime. To reach a temper-
ature within 1% of the analytic temperature would seem to require
increasing the particle count by a factor of ∼ 104. Although this
is (barely) possible for this particular case, such resolution is not
feasible in cosmological calculations. Most shocks in cosmologi-
cal simulations will occur at lower resolution than we have used
in this test case. Therefore we should seek an alternative solution
involving a switch to prevent cooling during the shock process. We
intend to explore such a switch in a further paper.

3 One can, of course, successively reduce the width of the shock tube in a
3d simulation to achieve the same scaling as a 1d one, i.e. h ∝ N−1

sph. In an
astrophysical simulation, however, this option is usually unavailable as the
shock will be embedded in an environment which needs to be simulated in
full 3d.

c© 2010 RAS, MNRAS 000, 1–15
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Creasey+13

30 Jupiter mass resolution
Computational volume of 10^9 cells has same mass as single Eagle particle

Slice perpendicular to disc plane

FLASH
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“Wind” is a series of overlapping rare faction waves

Wind “accelerates” away 
from plane due to 

thermal driving

Creasey+12
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dense disc: SNe feedback inefficient
sparse disc: SNe feedback efficient

Creasey+, 13

exponent depends 
on disc model

SN feedback (much) less efficient in 
big discs
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•Introduction
•cosmology 101: forming structures
•cosmology 102: forming galaxies. 
•The need for “subgrid” physics

•EAGLE subgrid physics implementation in Gadget
•star formation, cooling, and feedback (SNe and AGN)

• Lessons learned from the precursors: Owls and Gimic
• (How) Do supernova regulate starformation?
•  Parameter selection (tuning)

•methodology

Summary:
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Subgrid parameters

•Heating/cooling
•Epoch of reionisation, UV/X-ray background, 
self-shielding

•Star formation
•KS-parameters, threshold
•Stellar evolution
•Stellar initial mass function, yields, life-times
•Supernova feedback
•Coupling SNe to gas, heating/wind parameters
•AGN feedback
•Seed mass, accretion rate, feedback efficiency
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Parameter turning: re-heating T, and 
efficiency-Mhalo relation

1: Efficient SN 
feedback
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Eagle: Stellar mass function
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Eagle: Stellar mass function
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Eagle: Specific star formation rate
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Eagle: Specific star formation rate
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Eagle: star formation history
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Eagle: star formation history
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Eagle: Tully-Fisher relation
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Eagle: Tully-Fisher relation
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Eagle: M* versus BH-mass
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Eagle: M* versus BH-mass
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•EAGLE subgrid physics implementation in Gadget
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• Lessons learned from the precursors: Owls and Gimic
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